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Abstract

The degree of semantic relatedness of two units
of language has long been considered funda-
mental to understanding meaning. In this pa-
per, we present the system of Huawei Trans-
lation Services Center (HW-TSC) for Task 1
of SemEval 2024, which aims to automatically
measure the semantic relatedness of sentence
pairs in African and Asian languages. The
task dataset for this task covers about 14 differ-
ent languages, These languages originate from
five distinct language families and are predom-
inantly spoken in Africa and Asia. For this
shared task, we describe our proposed solu-
tions, including ideas and the implementation
steps of the task, as well as the outcomes of
each experiment on the development dataset.
To enhance the performance, we leverage these
experimental outcomes and construct an ensem-
ble one. Our results demonstrate that our sys-
tem achieves impressive performance on test
datasets in unsupervised track B and ranked
first place for the Punjabi language pair 1.

1 Introduction

The semantic relatedness of two units of language
is the degree to which they are close in terms of
their meaning (Abdalla et al., 2021). The linguistic
units can be words, phrases, sentences, etc. Though
our intuition of semantic relatedness is dependent
on many factors such as the context of assess-
ment, age, and socioeconomic status (Harispe et al.,
2015), it is argued that a consensus can usually
be reached for many pairs (Harispe et al., 2015).
In the SemEval 2024 shared task 1 (Ousidhoum
et al., 2024b), there are three sub-tracks — Track
A: Supervised, Track B: Unsupervised, and Track
C: Cross-lingual and each track involves several
language pairs. Our team — Huawei Translation
Services Center (HW-TSC) — participated in the

1https://docs.google.com/spreadsheets/d/
1KGN26MYVlfEOqooq-bzD6EBNnpl-YT5XrY9COKESS-g/
edit?usp=sharing

Track B: Unsupervised one which covers most
African and Asian language pairs and has to be
developed without the use of any labeled data for
semantic relatedness. In this paper, we describe
HW-TSC’s system for unsupervised semantic relat-
edness tasks, which leverages multiple pre-trained
multilingual language models to capture the seman-
tic relatedness of different language pairs. The
main features of our system are as follows:

• N-gram Chars Method: We employ the to-
kenizers of two base models for this method.
The first one is XLM-RoBERTa (Con-
neau et al., 2019), a large unsupervised
cross-lingual model that extends Facebook’s
RoBERTa model with more languages and
data. The second one is Multilingual-
BERT (Devlin et al., 2018), a transformers
model that is pre-trained on a large multilin-
gual corpus using self-supervised objectives.
To measure the similarity between two sen-
tences, we use their n-gram dictionaries as
features and compute a similarity score based
on them.

• BERTScore Method: This method adopts
a metric, named BERTScore (Zhang* et al.,
2020). It is a metric to assess the quality of the
generated text. BERTScore is mainly based
on the idea of computing a score from the
cosine similarity of the token-level represen-
tations obtained from the BERT model for the
generated and reference texts.

• Pretrained Large Language Model Method:
We use XGLM (Lin et al., 2021), a large-scale
auto-regressive language model, as the back-
bone of this method. XGLM is a pre-trained
language model that can handle multiple lan-
guages and domains. By leveraging the pow-
erful large language model, we can efficiently

1
1634

https://docs.google.com/spreadsheets/d/1KGN26MYVlfEOqooq-bzD6EBNnpl-YT5XrY9COKESS-g/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1KGN26MYVlfEOqooq-bzD6EBNnpl-YT5XrY9COKESS-g/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1KGN26MYVlfEOqooq-bzD6EBNnpl-YT5XrY9COKESS-g/edit?usp=sharing


obtain the token logits and perform calcula-
tions with them.

• Translate to English and N-gram Chars
Method: This method needs us to process
data with a translation system first, which con-
verts the data from various languages into En-
glish. After the translation, we follow the
same procedure as the N-gram Chars Method,
which uses the n-gram character dictionaries
of the generated and the reference texts to
compute a similarity score.

• Dataset: We utilize the original development
and test dataset from SemRel2024 (Ousid-
houm et al., 2024a), a novel collection of
semantic relatedness datasets annotated by
native speakers for 14 languages: Afrikaans,
Algerian Arabic, Amharic, English, Hausa,
Hindi, Indonesian, Kinyarwanda, Marathi,
Moroccan Arabic, Modern Standard Arabic,
Punjabi, Spanish, and Telugu.

In this paper, we analyze the characteristics of
the shared task and describe our solutions, which in-
clude the ideas and implementation processes. We
use Sentence-BERT (Reimers et al., 2019) as our
baseline for the experiment. We conduct various
experiments with the base model, large language
models, etc. Our model achieves the best perfor-
mance for the Punjabi language pairs in the unsu-
pervised track B. The results are encouraging for
semantic relatedness, although there is still scope
for improvement.

2 Related Work

Our track is unsupervised, meaning that the sys-
tems submitted by participants do not rely on any
labeled data for measuring semantic relatedness
or similarity between text units longer than two
words in any language. Consequently, any pre-
trained language models that are further fine-tuned
with text similarity data, using methods such as
instruct-tuning, classification, or a similarity ob-
jective, are disqualified from our track. For our
baseline score, we used Sentence-BERT (Reimers
et al., 2019) (SBERT), a variant of the pre-trained
BERT network that employs siamese and triplet
architectures to generate sentence embeddings that
are semantically meaningful and comparable by
cosine similarity. SBERT has been fine-tuned on
natural language inference (NLI) data, resulting in

sentence embeddings that surpass other state-of-
the-art methods. Hence, we selected SBERT as our
baseline model and obtained our baseline score.

We introduce BERTScore (Zhang* et al., 2020)
secondary, which is an automatic evaluation met-
ric for text generation. Analogously to common
metrics, BERTScore computes a similarity score
for each token in the candidate sentence with each
token in the reference sentence. What is more, dif-
ferent from other matches, it computes token sim-
ilarity using contextual embeddings. BERTScore
correlates better with human judgments and pro-
vides stronger model selection performance than
existing metrics.

3 Method

3.1 N-gram Chars Method

The n-gram method (Kondrak and Grzegorz, 2005)
is a statistical method used in natural language
processing (NLP) to analyze the co-occurrence of
words in a given text. It involves breaking down the
text into sequences of words, where each sequence
contains a fixed number of words, referred to as n-
grams. The most common types of n-grams are bi-
grams (2-grams), tri-grams (3-grams), and quadri-
grams (4-grams), but n-grams can have any length.
The primary purpose of using n-gram models is to
capture the statistical dependencies between words
in a language. By analyzing these dependencies,
n-gram models can be used for various NLP tasks,
such as language modeling, text generation, ma-
chine translation, and information retrieval. In this
task, we first realized this way, for tokenizing, we
tried pre-trained model XLM-Roberta (XLMR) and
Multilingual-BERT (MBERT) because it is a mul-
tilingual task. At last, we calculate the similarity
score with two sentences’ n-gram dictionary shown
as algorithm1.

3.2 BERTScore Method

BERTScore is a metric for evaluating the quality
of text generation, particularly for tasks like ma-
chine translation, summarization, and text com-
pletion. BERTScore leverages the pre-trained
BERT model (Bidirectional Encoder Representa-
tions from Transformers) to measure the semantic
and syntactic alignment between the generated text
and its reference or target text. The core idea be-
hind BERTScore is to compute a score based on
the cosine similarity of token-level representations
from the BERT model for the generated text and

2
1635



Algorithm 1 N-gram Chars Score Method

Require: Word sequences of the two sentences
Sqa, Sqb; there length Lena ← len(Sqa),
Lenb ← len(Sqb); N-gram window width N

Ensure: 0 < N < min(Lena, Lenb)
1: Dict{a,b} ← {}
2: for i← 0 to Len{a,b} −N do
3: W{a,b}i ← Sq{a,b}[i : i+N ]
4: if W{a,b}i not in Dict{a,b} then
5: Dict{a,b}[W{a,b}i] = 1
6: else
7: state← Dict{a,b}[W{a,b}i] + 1
8: Dict{a,b}[W{a,b}i]← state
9: end if

10: end for
11: same← 0
12: for all key from Dicta do
13: if key is in Dictb then
14: count← min(Dicta[key], Dictb[key])
15: same← same+ count
16: end if
17: end for
18: score← 2×same

Lena+Lenb−2N+2
19: return score

the reference text. Additionally, BERTScore does
not require training or tuning and is based on a
publicly available pre-trained model. This makes it
a useful and practical tool for evaluating the qual-
ity of generated text in various natural language
processing tasks. Therefore, we calculate the score
with the leverage of BERTScore.

3.3 Pretrained Large Language Model
Method

Different from the method above, we take advan-
tage of the pre-trained large language model to ob-
tain the logits of the token and compute the score.
XGLM is an open-source general language model
pre-training framework2. The model architecture is
general and can be easily extended, supporting var-
ious model scales and task-specific architectures.
XGLM uses a Transformer-based architecture, after
pre-training XGLM learns language structure and
grammatical rules, and can generate high-quality
natural language text. All in all, XGLM is a flexible
and powerful general language model pre-training
framework, that supports only Chinese and English.
Therefore, we first use the model on the English

2https://huggingface.co/docs/transformers/
main/en/model_doc/xglm

task to get the logits of the token. Then try to calcu-
late the sum, mean, and half of the logits in proper
order.

3.4 Translate to English and N-gram Chars
Method

Though XLMR and MBERT can support multiple
languages, if we look closely at the training data
we can see that most of it is in English. Our track
mainly faced 14 different African and Asian lan-
guages, in order to satisfy our track more, we took
advantage of our team to process the data with a
translation system to make the data from African
and Asian languages into English. And then get
the logits of the token as well as the last one.

4 Experiments Results

In the beginning, we applied the following three
methods to the English development dataset: N-
gram Chars Method with XLMR and MBERT,
BERTScore Method, and Pre-trained Large Lan-
guage Model Method with XGLM to calculate the
sum, mean, and half of the logits. See Table 1
Different methods on English development dataset.
We can see Ngram-XLMR, Ngram-MBERT, and
BERTScore got really impressive performance than
every method on XGLM, though XGLM is a large
language model and can generate high-quality nat-
ural language text almost all the methods with
XGLM are below 0.5 in the score.

Method-Model Score
Ngram-XLMR 0.651
Ngram-MBERT 0.604
BERTScore 0.650
sum-XGLM 0.091
mean-XGLM 0.314
half-XGLM 0.211

Table 1: Different method on English development
dataset

Afterwards, we use these methods on the
Afrikaans development dataset. What’s more,
we add Translate to English and N-gram Chars
Based method. See Table 2 Different methods on
Afrikaans development dataset. we can conclude
that Ngram-XLMR and BERTScore still perform
better than other methods. What is more, the Trans-
late to English and N-gram Chars Based method
did not bring us too many surprises. The table
shows that the methods that translate to English are
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Method-Model Score
Ngram-XLMR 0.475
Ngram-MBERT -0.170
BERTScore 0.102

eng-Ngram-XLMR -0.171
eng-Ngram-MBERT 0.014
eng-BERTScore 0.102

Table 2: Different method on Afrikaans development
dataset

almost all below the methods that did not.

Ngram-XLMR ratio Score
0 0.650

0.1 0.689
0.2 0.690
0.3 0.689
0.4 0.685
0.5 0.680
0.6 0.676
0.7 0.674
0.8 0.673
0.9 0.672
1 0.651

Table 3: Different ensemble ratio with Ngram-XLMR
and BERTScore on English development dataset

Ngram-XLMR ratio Score
0 0.175

0.1 0.126
0.2 0.106
0.3 0.093
0.4 0.088
0.5 0.084
0.6 0.082
0.7 0.080
0.8 0.080
0.9 0.080
1 0.099

Table 4: Different ensemble ratio with Ngram-XLMR
and BERTScore on Punjabi development dataset

From the experiments above, we can see N-gram
Chars Based with XLMR and MBERT, BERTScore
Based can always get better performance in English
and Afrikaans. Will they get a better performance
in the other 12 languages? See Table 5 this shows
three methods and a Baseline on all language de-
velopment datasets. To compare with the result

from the three methods and baseline, we can see
Ngram-XLMR and BERTScore always get better
scores in all languages.

At last, we make other experiments to ensem-
ble the results of Ngram-XLMR and BERTScore
methods to find out if this way can bring us bet-
ter performance. We make Ngram-XLMR with
ratio A, and BERTScore method with ratio (1-A).
See Table 3 Different ensemble ratio with Ngram-
XLMR and BERTScore on English development
dataset. See Table 4 Different ensemble ratio with
Ngram-XLMR and BERTScore on Punjabi devel-
opment dataset. We can see that the ensemble way
may or may not improve the performance.

5 Conclusion

This paper describes HW-TSC’s unsupervised sys-
tem for Semantic Textual Relatednes shared task
held in SemEval 2024 Task 1 and also presents
the design, the data, and the results. The par-
ticipants of the shared task were provided with
a collection of unsupervised datasets in multiple
languages. The shared task is challenging, partly
due to the unsupervised development data, and can
not use models that have fine-tuned with text sim-
ilarity data whether through instruct-tuning (e.g.,
BLOOMZ (Muennighoff et al., 2022)), classifica-
tion, or a similarity objective (like SBERT). Our
system uses three base models with the dataset and
carries out comprehensive experiments with differ-
ent pre-trained models and methods. Finally, our
system achieved the 1st best performance in the
Punjabi language. For some of the problems re-
flected in this task, there is still a lot of research
space. In the future, we will investigate the transfer
method to transfer the knowledge of one language
to multiple languages to improve efficiency and we
plan to leverage other multiple languages model’s
skills.
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