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Abstract

In this paper, we describe the methods used
for Quantitative Natural Language Inference
(QNLI), and Quantitative Question Answering
(QQA) in task1 of Semeval2024 NumEval. The
challenge’s focus is to enhance the model’s
quantitative understanding consequently im-
proving its performance on certain tasks. We
accomplish this task from two perspectives:
(1) By integrating real-world numerical com-
parison data during the supervised fine-tuning
(SFT) phase, we enhanced the model’s nu-
merical sensitivity. (2) We develop an in-
novative reward model scoring mechanism,
leveraging reinforcement learning from hu-
man feedback (RLHF) techniques to improve
the model’s reasoning completeness. The ex-
perimental results demonstrate that our meth-
ods achieve outstanding performance. Our
code could be found at https://github.com/
Bit-numeval/NumEval.

1 Introduction

Numeral-aware language understanding plays a
crucial role in narratives when contexts contain
numerical comparison, implication, definition etc
(Chen et al., 2023a). This importance is especially
revealed in real-world applications, such as law,
finance, and clinical documentation (Chen et al.,
2024b). Large Language Models (LLMs) demon-
strated impressive performance in various NLP
tasks, but they still suffer from challenges such as
hallucination of weak numerical reasoning (Zhuang
et al., 2024). In this paper, we delve into solving the
numerical hallucination problem, evaluated by the
QNLI (Ravichander et al., 2019) and QQA (Mishra
et al., 2022) subtasks in the Quantitative Under-
standing (QU) task (Ravichander et al., 2019) of
the Semeval Numeval Task (Chen et al., 2024a).
QNLI involves inferring relationships based on nu-

*Equal contribution.
†Corresponding author.

Figure 1: An example from QQA dataset. LLMs may
not be able to generate an accurate and complete pro-
cess during quantitative reasoning. Specifically in this
example, the first solution has an error in step[2] where
the model confuses the concept of time period and time
point, resulting in a wrong answer. And the second solu-
tion simply jump to the final answer after summarizing
the problem, which is incomplete and unreasonable.

merical clues, and QQA requires quantitative rea-
soning. Table 6 in Appendix A.1 shows examples
of each task.

Based on our investigation and preliminary evi-
dence of promise, we attribute LLMs’ limitations
on the QU tasks to two key aspects: (1) Numeri-
cal Sensitivity: LLMs, trained on vast quantities
of text, often fail to accurately capture numerical
information (Chen et al., 2023b). (2) Reasoning Ac-
curacy and Completeness: as illustrated in Figure
1, LLMs may struggle to generate a comprehensive
and precise step-by-step reasoning process, partic-
ularly in numerical reasoning contexts (Bílková
et al., 2023).

To improve models’ numerical sensitivity, Chen
et al. (2023b) fine-tuned them using the Comparing
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Numbers Dataset, which comprises numerical com-
parison statements. However, solely tuning models
using the comparing number data may lead to an
overfit issue. Meanwhile, recent efforts on enhanc-
ing reasoning accuracy such as process supervi-
sion by reinforcement learning on every reasoning
step (Lightman et al., 2023). Nevertheless, in our
cases, numerical reasoning involves a variable num-
ber of reasoning steps. Therefore, multiplying re-
ward scores for each step (Lightman et al., 2023) re-
duces the overall multi-step reasoning score, which
results in incomplete reasoning steps.

To address these limitations, we propose utiliz-
ing numerical comparisons of real-world contexts
for more robust fine-tuning. In addition, we intro-
duce a reasoning completeness reward designed
to improve the precision of viable reasoning pro-
cesses. The contributions of this paper include:
(1) By integrating the comparing numbers task
during the fine-tuning, we enhance the model’s
numerical sensitivity. Specifically, we use GPT-
3.5 to integrate comparing numbers data into the
real-world context, effectively preventing overfit-
ting during training. Additionally, we reduce the
long-tail effect by balancing between comparing
numbers data and QU task data. Ablation studies
show significant performance improvements with
this method. (2) To the best of our knowledge,
our study is the first time to enhance the model’s
reasoning completeness by RLHF. By introducing
a fine-grained Reasoning Completeness Reward
method, we emulate the complexity of human rea-
soning processes, aligning the model’s accuracy
and step rationality with human feedback. Experi-
mental results confirm that our approach effectively
improves the performance by ensuring a reasonable
number of reasoning steps. (3) Our approach out-
performs the other models of the same size across
all test datasets, demonstrating strong generaliz-
ability. Furthermore, even compared to the state-
of-the-art LLMs such as GPT-3.5 (Ouyang et al.,
2022) and Llama2-70B (Touvron et al., 2023), our
method also achieves better performance on four
datasets.

2 System Overview

As shown in Figure 2, we highlight to enhance
the model’s numerical sensitivity and reasoning
completeness. Specifically, we first use GPT-
3.5 (Ouyang et al., 2022) to extend comparing num-
bers data into real-world contexts and fine-tune the

model with this data to enhance numerical sensi-
tivity. To prevent model overfitting, we mix 50%
of the QNLI and QQA task data and 50% com-
paring numbers data into the SFT training dataset.
Furthermore, we employ RLHF method to align
every reasoning step with human-labeled process
supervision. To leverage a more profitable Reward
model for RLHF, we manually score the reason-
ing steps of the augmented positive and negative
cases. In particular, we propose a newly Reasoning
Completeness Reward for the PPO algorithm to
encourage a complete reasoning procedure. The
following subsections will detail our method.

2.1 Comparing Numbers Task for Numerical
Sensitivity Enhancement

The comparing numbers task is proven to enhance
the numerical sensitivity of the model (Chen et al.,
2023b). Nevertheless, traditional comparing num-
bers data only involves the comparison of two num-
bers and lacks real-world contexts, which can lead
to model overfitting and impairing its comprehen-
sion and generation capabilities. To address this,
we use GPT-3.5 to put comparing numbers data
into real-world contexts for training. Additionally,
we introduce training data balance to avoid over-
fitting and long-tail problems. The following will
provide a detailed explanation.

Comparing Numbers in Real-world Contexts
The comparing numbers task was first proposed
by Chen et al. (2023b), statements in the format
"[Num 1] is equal to [Num 2], the answer is
True/False." We further improve the statements by
using GPT-3.5 to incorporate comparing numbers
data into real-world contexts, thereby increasing
the diversity and reality of the data. Additionally,
randomly generating [Num 1] and [Num 2] over-
looks the realistic numerical ranges in real-world
contexts (e.g. human ages cannot reach 100,000
years old). Therefore, we restrict the numerical
range to ensure that 90% of the numbers are ran-
domly generated within the range of 0 to 10,000,
thus aligning more closely with real-world contexts.
Details and an example are shown in Appendix A.

Training Data Balance To balance the data and
avoid long-tail problems caused by varying dataset
sizes in QNLI and QQA tasks, we generate addi-
tional data by using GPT-3.5, which has increased
the number of cases in each dataset to approxi-
mately 1000. Moreover, during the training phase
of the comparing numbers task, we mix 50% of
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Figure 2: An overview of our system: (1) supervised fine-tuning with comparing numbers task for numerical
sensitivity enhancement, (2) reward model training. (3) reinforcement learning via proximal policy optimization
with Reasoning Completeness Reward.

the QU training data and 50% comparing numbers
data to avoid overfitting the model to the compar-
ing numbers task. Details on the specific expansion
methods and prompt specifics can be found in the
Appendix C.

2.2 RLHF-based Reasoning Completeness
Alignment

To enhance the model’s reasoning accuracy and
completeness, we first employ human-labeled pro-
cess supervision signals to align every reasoning
step generated by the LLMs; then, we propose
a new Reasoning Completeness Reward (RCR)
model to improve the RLHF’s performance to en-
courage generating complete reasoning steps.

2.2.1 Human-data Collection for Training
Reward Model

To train a profitable reward model (RM), balanced
labels need to be collected. While the number of
positive labels far exceeds other labels among the
steps generated by GPT-3.5, we have also used
other open-source LLMs, such as Abel-7b, to gen-
erate candidates of reasoning steps, which may
contain more negative examples to balance the la-
bels’ polarities. Human labelers would evaluate
the given steps by their correctness, and correct
answers to the question are provided as a reference.
The statistics of datasets are shown in Table 1.

Datasets Cases
Human labeled

Pos. Neu. Neg. Steps
AwpNLI 1622 4334 822 1669 7109
NewsNLI 1643 3358 910 2870 7502
RedditNLI 1152 3074 507 958 4674
RTE_Quant 1324 3363 290 914 4817
StressTest 1369 2598 723 1921 5696
QQA 1394 3937 184 1778 6424

Table 1: The step data labeled by human. "Cases" is
the number of solutions generated by models, "Pos.",
"Neu.", and "Neg." are the number of positive, neutral,
and negative labels after labeling, respectively, "Steps"
is the total number of reasoning steps taken to solve all
the questions in the dataset.

Step Labelling Criteria Each step is classified
as either ‘positive’, ‘neutral’, or ‘negative’ due to
its correctness, corresponding to three labels: "1",
"0", and "-1". The correct steps must first meet
the requirements of accurate logic and calculation
within the steps (correct object of operation and
correct result). At the same time, it is necessary
to be consistent with and correctly use the results
of the previous step for subsequent reasoning. If
the correct conditions are met but there is no help
in obtaining the correct answer, 0 points will be
given. On this basis, if the task requirements are
correctly understood and helpful in obtaining the
correct answer, 1 point can be given. Steps with
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logical, computational, or factual errors that are
completely unrelated to the context and question,
or incorrect answers, will receive a score of -1.

2.2.2 Reasoning Completeness Reward
Lightman et al. (2023) proposed a process supervi-
sion method by scoring the correctness probability
of each reasoning step. The score is implemented
as the multiplication of probabilities of all reason-
ing steps:

r1i =
N∏

j=1

P (yj = 1|xj) (1)

where N is the number of steps for the i-th solution,
xj is the input of RM, and yj is the classification.

However, when the number of reasoning steps is
not fixed, the score of (1) is influenced by the num-
ber of reasoning steps. As the correctness probabil-
ity is decimal, the more steps involved in reasoning,
the smaller the product of probabilities, resulting
in lower rewards, which leads to a tendency for
the model to subsequently generate less reasoning
steps. To mitigate this, we applied geometric mean
to the product:

r2i =




N∏

j=1

Sj




1
N

(2)

where Sj = P (yj = 1|xj) is the score for j-th
step.

We observed that despite using the scoring
method of (2), the model still failed to generate
complete reasoning steps. Further analysis revealed
that the model often simply repeats the question in
its first reasoning step, resulting in a high score for
the first step, which in turn leads the model to re-
frain from generating subsequent steps. Therefore,
we propose the reasoning completeness reward,
including a weighted geometric mean and a penalty
coefficient. First, the importance of steps at differ-
ent positions can be adjusted by setting weight vj .

r3i =




N∏

j=1

vjSj




1
N

(3)

In addition, as we hope that the solutions are around
4 steps, and solutions guessing the result from the
first step without reasoning is not encouraged, a
penalty coefficient k is introduced to constrain it.

k =

{
5

σ
√
2π
e−

(N−µ)2

2σ2 , N > 1

0 , N ≤ 1
(4)

where µ = 4, σ = 2. So the reward from the
reward model is

Ri = ri − βKL(x, y) (5)

r4i =




N∏

j=1

vjSj




1
N

× k (6)

where KL(x, y) is the KL-divergence between the
current policy and the reference model in reinforce-
ment learning.

Upon achieving the RM, we employ RLHF with
PPO (Schulman et al., 2017) in a step-by-step man-
ner, which is implemented with TRL1.

3 Experimental Setups

Datasets We adopted the Quantitative101 dataset
provided for SemEval 2024 Task7 and then ex-
panded it using the GPT-3.5 API, in Table 1. From
these data, three datasets were obtained for SFT,
reward model training, and reinforcement learning,
respectively. The prompts used during training and
testing can be found in the Appendix D. Due to a
large amount of labeled "1" data in the RM training
dataset, each step of "0" and "-1" was repeated 2-3
times, resulting in 16587 positive steps, 11072 neu-
tral steps, and 16236 negative steps in total. When
dividing the datasets, 20% of the data is used as
test sets in all three periods.

Metrics and Parameters setting The metric is
the average micro-F1 score of the testing dataset
in QNLI and QQA tasks. Our CN-SFT model is
trained on Abel-7B (Chern et al., 2023) with a
learning rate of 3e-5, a warmup rate of 0.03, and
a model max length of 1024. As for the RM, we
choose to train on BERT-large model (Devlin et al.,
2018) as it well complete the classification tasks
(Gao et al., 2022). It is trained with a learning rate
of 2e-5, warmup rate of 0.05, and a model max
length of 256, and is trained for 10 epochs. The
PPO training is implemented with Lora, where the
learning rate=1.41e-5, max new tokens=512. On
a dataset of size 5470, each training epoch takes
around 55 hours on 4 A100s.

4 Experimental Results

4.1 Overall Results
Main Results Table 2 compares the performance
of our method with that of current mainstream

1https://huggingface.co/docs/trl/main/en/index
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Models
QNLI

QA Score
AwpNLI NewsNLI RedditNLI RTE_Quant StressTest

Llama-7B 1.47% 0.47% 0.40% 0.86% 1.36% 3.70% 1.38
GPT-3.5 42.07% 58.55% 32.0% 55.88% 33.1 % 40.12% 43.62
BLOOMZ 48.04% 54.46% 37.2% 47.64% 31.22% 51.85% 45.07
Abel-7B 55.82% 50.75% 47.20% 56.67% 30.87% 48.14% 48.24
ChatGLM 72.55% 70.42% 55.2% 60.94% 37.15% 53.70% 58.33
GPT-3.5* 77.93% 51.3% 59.2% 73.53% 54.77% 63.58% 63.39
Llama-70B 77.45% 69.01% 67.2% 73.39% 37.15% 59.26% 63.91
CN-SFT-7B 71.08% 66.67% 64.40% 72.53% 52.74% 56.17% 63.93
CN-PPO-7B 87.25% 71.36% 75.20% 86.99% 53.57% 56.68% 71.84

Table 2: Performance of baseline models. The prompt of GPT-3.5* has added explanations for options such as
"entailment" compared to GPT-3.5. The CN means comparing numbers. CN-PPO-7B is trained on CN-SFT-7B
with RCR-improved RLHF.

Dataset Lightman et al. (2023) Ours
AwpNLI 83.33.% 87.25%
NewsNLI 69.95% 71.36%
RedditNLI 63.20% 75.20%
RTE_Quant 88.41% 86.99%
StressTest 37.32% 53.57%
QQA 51.23% 56.68%
Score 65.57 71.84
Steps (avg) 2.624 2.844

Table 3: Comparison results indicate that our proposed
RCR-improved RLHF outperforms over all datasets and
can generate more completed reasoning steps.

LLMs on the QU tasks. Our model achieved opti-
mal performance in the AwpNLI, NewsNLI, Red-
ditNLI, and RTE_Quant tasks. It also showed com-
parable results in the StressTest and QA tasks, only
falling short of Llama2-70B and GPT-3.5. How-
ever, it is worth emphasizing that our model has
only 7B parameters. At this scale, its performance
significantly surpasses that of other models.

Specifically, compared to our baseline model
Abel-7B, by solely employing the CN-SFT method,
our model achieved significant accuracy improve-
ments of 15.26%, 15.92%, 17.12%, 15.86%,
21.87%, and 8.03% across six tasks. Upon further
integrating the RLHF, the accuracy additionally
gained 16.17%, 4.96%, 10.8%, 14.46%, 0.83%,
and 0.51% improvement. These results validate the
effectiveness of the methods proposed in this study.

The Effect of the Reasoning Completeness Re-
ward (RCR) It is aimed at enhancing the com-
pleteness of the reasoning steps. Table 3 shows
the comparison of our method’s effectiveness and

the number of reasoning steps against the baseline.
The results demonstrate that the proposed RCR
significantly increases the performance. Further-
more, the number of reasoning steps generated by
our proposed enhances the reasoning completeness
indicated by reasoning steps.

4.2 Ablation Analysis
We further conduct ablations to analyze the contri-
bution of our methods’ components.

Comparing numbers task can enhance the
model’s numerical sensitivity. We first verify
whether the comparing numbers task enhances the
model’s numerical sensitivity. As shown in Table 4,
By comparing the results of SFT (column 2) and
CN-SFT (column 3) as well as PPO (column 4)
and CN-PPO (column 5), we observe that mod-
els integrating the comparing numbers task exhibit
superior performance in all datasets.

RLHF-based reasoning completeness alignment
is valid. As shown in Table 4, the comparison of
the PPO (column 4) to the SFT (column 2), and
the comparison of the CN-PPO (column 5) to the
CN-SFT (column 3) indicate that reasoning com-
pleteness alignment based on the proposed RLHF
can effectively improve the model’s performance
on numerical understanding.

4.3 Comprehensive Analysis
4.3.1 Error Analysis
As shown in Table 2, the system performs rela-
tively weakly on the QQA and StressTest datasets.
The weak accuracy in the QQA task may be at-
tributed to a lack of physical common sense in our
7B LLM. For instance, the question "An apple is
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Dataset SFT
(w/o CN and RL)

CN-SFT
(w/o RL)

PPO
(w/o CN) CN-PPO

AwpNLI 58.82% 71.08% 80.67% 87.25%
NewsNLI 55.87% 66.67% 59.62% 71.36%
RedditNLI 51.60% 64.40% 71.20% 75.20%
RTE_Quant 68.40% 72.53% 80.72% 86.99%
StressTest 52.57% 52.74% 53.40% 53.57%
QQA 50.62% 56.17% 59.26% 56.68%
Score 56.31 63.93 67.48 71.84

Table 4: Ablation studies of our method. SFT means
the model is fine-tuned only on QU training data, while
PPO refers to reinforcement learning training based on
this model. CN-SFT means the model was fine-tuned
on both QU training data and comparing numbers data,
and CN-PPO refers to reinforcement learning training
based on this model.

sitting 15 meters away from Harry, and a
watermelon is sitting 110 cm away. Which
item looks larger?”. Another example is shown
in Appendix B.1. Solving such a problem not only
relies on numerical logical reasoning, but also re-
quires understanding the conversion relationship
between ‘meters’ and ‘cm’, and the physical prin-
ciple that objects appear smaller the further away
they are. This common sense is often acquired by
knowledge injection for LLMs, which is out of our
research scope in this paper.

The objective of the StreesTest dataset is to de-
termine the relations of two sentences. Most of
the sentences always contain multiple numbers
whereas only one or two numerical information
is valuable for classifying the sentences’ relations.
An example is shown in Appendix B.2. However,
our models as well as other LLMs (i.e. GPT3.5 and
Llama-70B) hardly capture the most valid numbers
to predict the outcomes. As a result, the improve-
ment of our model on the StressTest dataset is not
as significant as in other datasets.

4.3.2 Strengths and Weaknesses
Strengths This study firstly integrates compar-
ing numbers data into real-world contexts, thereby
avoiding model overfitting and the deterioration
of linguistic capabilities typically caused by solely
using formatted data. This approach not only en-
hances the model’s numerical sensitivity but also
effectively prevents overfitting issues. Moreover,
we propose a new reasoning completeness reward
scoring method, suitable for more complex reason-
ing tasks, particularly those featuring a variable
number of reasoning steps. The effectiveness of
this method lies in rewarding each step of reason-
ing and considering the number of reasoning steps

into the reward calculation, thus preventing the gen-
eration of reasoning processes that are either too
brief or excessively lengthy. Finally, In the ma-
jority of tasks, our 7B model outperforms super
LLMs such as GPT-3.5 (Ouyang et al., 2022) and
Llama2-70B (Touvron et al., 2023).

Weaknesses First, in Section 4.3.1, We noted
that the model generates incorrect answers for cer-
tain tasks due to the absence of essential physical
common sense and demonstrates suboptimal perfor-
mance in identifying and predicting relationships
involving multiple numbers. Second, our approach
substantially mitigates the model’s hallucination
of weak numerical reasoning but doesn’t eliminate
the hallucination that existed in LLMs’ outcomes.
Third, this study employs the PPO algorithm for the
RLHF to validate its effectiveness. Nevertheless,
the learning efficiency and convergence problems
of the PPO algorithm have not been fully explored.

Therefore, future work is directed to the fol-
lowing aspects. The first one is knowledge
injection (Lauscher et al., 2020; von Rueden
et al., 2023), especially numerical-relevant knowl-
edge, could be further employed to improve the
numerical-aware language understanding capabil-
ity of the LLMs. Second, the most valuable num-
bers during the reasoning process could be identi-
fied and weighted. Third, employing Score Normal-
ization and Clipping to constrain the reward scores
can resolve the training instability (Zheng et al.,
2023). Last, utilizing the DPO algorithm (Rafailov
et al., 2023), which implements an implicate re-
ward, enhances training stability and its efficiency.

5 Conclusion

In this paper, we described the systems used for
QNLI, and QQA in task1 of Semeval2024 Nu-
mEval. We select the Abel-7B model as the base-
line model. To address the quantitative understand-
ing problem, we first integrate comparing num-
bers data from real-world contexts to enhance the
model’s numerical sensitivity. During this process,
we devise an effective data mixer to prevent over-
fitting and the long-tail problem. Subsequently, by
employing process supervision from human feed-
back, we develop an innovative reward model scor-
ing mechanism to improve the model’s reasoning
completeness using RLHF. Test results demonstrate
that our 7B model exceptionally outperformed, sur-
passing LLMs such as GPT-3.5 on 4 tasks and
Llama2-70B on 6 tasks, respectively.
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A Construction Process for Our
Comparing Numbers Task

To create our Comparing Numbers data, we first au-
tomatically generate seed statements and then put
them into natural language paragraphs by GPT3.5.

As Table 5 shows, there are three templates for
seed statements. We randomly select two numbers
from 0 to 9,999 and insert them into the template,
note that the distributions of each template and
answers are balanced. Finally, 5059 instances are
obtained, small amount of duplication in numbers
is acceptable as they will be placed into different
scenarios afterwards.

Considering most scenarios in the QU tasks are
daily situation and financial news, we adopted the
following two prompts to generate statements re-
spectively.

Prompt for daily situations: Rewrite the sen-
tence containing numerical comparison relation-
ships into a paragraph describing daily situations
about numbers, with a length of no more than
50 words, comparative relationships must be in-
cluded: (seed statement). For example : ‘There
were 128,695 students in the large university, which
exceeded the 107,736 count of another university.’

Prompt for financial news: Rewrite the sen-
tence containing numerical comparison relation-
ships into a paragraph of financial news, with a
length of no more than 50 words, comparative re-
lationships must be included : (seed statement)
For example: ‘In the stock market, stock A’s price
at 183.146 increase, surpassing stock B’s price at
115.877.’

A.1 Examples of Different Tasks

As shown in Table 6, the comparing numbers task
involves a statement with a numerical relationship,
which requires the model to determine if it is true.

In the QNLI task, there are two statements, the
first is the premise, and the second is the hypothesis.
The model needs to determine the correct relation-
ship (entailment/neutral/contradiction) between the
two statements, that is, to determine whether the
hypothesis can be inferred from the premise. In the
QQA task, there is a question with two options, and
the model’s task is to work out the correct answer.

These tasks require models to interpret quantities
expressed in language, perform basic calculations,
judge their accuracy, and justify quantitative claims
using both verbal and numeric reasoning.

B Examples of Model Results

B.1 Example from QQA task

As shown in Table 7, in QQA tasks, the model
sometimes becomes confused about the knowledge
required for this problem, unable to analyze based
on common sense that lightweight paper airplanes
can fly faster, but instead conducts analysis unre-
lated to the problem, resulting in incorrect answers.

B.2 Example from StressTest

From Table 8 we can see that although the model
correctly extracted quantitative information, it
misses the key numeral and is distracted by the
text, conducting calculations unrelated to the ques-
tion, resulting in wrong answer.

C Dataset Extending

C.1 QNLI tasks

For the QNLI task, first automatically generate a
set of numerals which will be contained by the
premise and generate the premise with GPT3.5,
then rewrite the statement based on the "entail-
ment", "neutral"or "contradiction"relationship as
hypotheses.

For example, when expanding the NewsNLI
dataset, we use the following prompts in sequence.

To generate a premise: " Write a piece of news
in 30 words or less that contains the message "[num-
ber]"

To generate an entailed hypothesis: "Abbre-
viate this paragraph and keep its original meaning
unchanged:" [premise] "

To generate a neutral hypothesis: "
Add some numerical information to this para-
graph:[statement] "

If a contradicted statement needs to be generated,
simply replace the numbers in the premise, such
as replacing" 30 people "with" 40 people "," more
than 50 people ", or" less than 20 people ".

When expanding the AwpNLI dataset, we can
first generate a pair of statements with entailment
relationships, the prompt is as follows: "Generate
two statements, the first being a promise that con-
tains some quantitative information, and the second
statement is a quantitative inference based on the
premise. For example: [statement1]: A restaurant
baked 5.0 cakes during lunch and sold 6.0 during
dinner today and the restaurant baked 3.0 cakes
yesterday." [statement2]: 2.0 cakes are left," and
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Seed statement Question Label
200 is less than 215 At the cafe, a line of 215 individuals formed,

exceeding the queue at the bakery, where 200
people were waiting.

True

83.146 is larger than 115,899 In the stock market, stock A’s price at
83.146 increase, surpassing stock B’s price
at 115,877.

False

147,254 is equal to 32.567 There were 147,254 votes for candidate A,
which was equal to 32,567 votes for candi-
date B.

False

Table 5: Examples of our Comparing Numbers task. The seed statements and labels are generated by randomly
selecting two numbers between 0 and 9,999 to create comparison statements. The questions are then formulated by
GPT-3.5 by specific prompts.

Task Question Label
Comparing
Numbers

At the cafe, a line of 200 individuals formed, exceeding the queue
at the bakery, where 215 people were waiting.

True/False

QNLI statement1: The fighting ended with all seven attackers dead,
Afghan officials said.
statement2: All seven militants are dead , authorities say.

Entailment/
Contradiction/
Neutral

QQA The beauty queen glided across the marble floors with a speed of
15 m/s but at a speed of 1000 cm/s on the wooden floors because
it had?
Option1: more resistance.
Option2: less resistance

Option1

Table 6: Examples of Comparing Numbers, QNLI, and QQA task.

then replace the numerical information in statement
2 to obtain the conflicting statement.

C.2 QQA task
For QQA tasks, most of the questions in the dataset
are simple physics multiple choice questions, in-
cluding knowledge of friction and kinematics. To
maintain a balanced proportion of answers, specify
the answer option in the prompt of the generated
question: "Generate a physics multiple choice ques-
tion with a quantitative relationship, consisting of
two options. The correct answer is option [ans],
avoid using markers or latex markers. For exam-
ple:" question ":" James is watching it rain one day.
He notes that the rain travels over the driveway in 5
seconds and the bump "shingles of his house’s roof
in 10 seconds, the driveway and the shingles are all
similar in size. Which surface is more smooth?,"
option1 ":" roof "," option2 ":" driveway. ".

D Prompts Used in Our Work

Table 9 shows all the prompts we used during the
training process.
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QQA
question:Two paper planes are thrown at a time, into the air. One is made of thick cardboard
and has a weight of 200 gms, one is made of thin paper and weighs 40 gms. Which paper plane
flies faster?
option1: cardboard plane
option2: paper plane
label: Thus, the answer is option2. #### 2

SFT output
[1].The flight speed of a paper plane could be given by the equation: S = faultincline *
cos(theta) * times filled, where fill time = t, S is the flight speed, and proprietor elevation. [2]
. As the Fuji Schoolcogel 2424 AppColl Maybe is a smaller number, we can assume it’s an
inertial force. [3] . We can calculate the weight using the equation: W = m * g / W, where W is
the wheel weight, m is the mass, g is the acceleration, and D is the diameter of the wheel. [4] .
Finally, we can determine the acceleration of a cardboard plane using the equation: Continuous
acceleration = (m * g) / times filled, where W is the weight, m is the mass, and D is the diameter
of the wheel, wc = 200 g. [5]. Calculating the acceleration of the cardboard plane: Continuous
acceleration = (200 g * g) / 10 sec = 200 g * g / 10 sec = 200(g) / 10 sec. [6] . Calculating the
acceleration of the thin paper plane: Continuous acceleration = (40 g * g) / 10 sec = 40 g * g
/ 10 sec = 40(g) / 10 sec. [7] . There is no difference in acceleration between the cardboard
plane and the thin paper plane, so they will fly at the same speed. Thus, the answer is option 1.
#### 1

Table 7: An error example from QQA task. Model sometimes becomes confused about the knowledge required for
this problem, unable to analyze based on common sense that lightweight paper airplanes can fly faster, but instead
conducts analysis unrelated to the problem, resulting in incorrect answers.

StressTest
statement1: If Danny scored 86 , 75 , 52 , 87 , 85 and 82 marks ( out of 100 ) in English ,
Social Studies , Art , Music , Biology and French
statement2: If Danny scored more than 76 , 75 , 52 , 87 , 85 and 82 marks ( out of 100 ) in
English , Social Studies , Art , Music , Biology and French
option1: Entailment
option2: contradiction
option3: neutral
label: Thus, the answer is option1. #### 1

CND-PPO output
[1]: Given the numbers 86, 75, 52, 87, 85, and 82, it can be calculated that the average mark is
(86 + 75 + 52 + 87 + 85 + 82) / 6 = 485 / 6 = 77.5.[2] : The hypothesis states that Danny scored
more than 76, 75, 52, 87, 85, and 82 marks.[3] : As the average mark approximately equals
77.5, and each mark is rounded to the nearest whole number before factoring, the hypothesis is
‘not car more than 76, 75, 52, 87, 85, and 82 marks’ in the given context.Thus, the answer is
option 3. #### 3
reward: 0.28299634026503834
Correct solution
[1]: The premise states that Danny scored 86 , 75 , 52 , 87 , 85 and 82 marks ( out of 100 ).
The hypothesis states that Danny scored more than 76, 75, 52, 87, 85, and 82 marks. [2]: 86
is indeed more than 76, so the hypothesis can be infered to be true. [3] Thus, the answer is
option 1. #### 1

Table 8: An error example from StressTest dataset. Although the model correctly extracted all the quantitative
information, it misses the key point and conducted analysis and calculations unrelated to the question, resulted in
wrong answer.
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QQA
I will first raise a question and then provide two options. Please choose the correct answer after providing the
inference process step by step, in the format of ‘the answer is option 1. #### 1’. If calculation is involved, please
provide the equations during the calculation process. Using numbers like ‘1.’ or ‘[1]’ to mark steps.
question: option1: option2: Response: Let’s think step by step.
AwpNLI
I will first raise two statements and then provide two options which are entailment and contradiction. The first
statement is the given premise, the second statement is the hypothesis. You should determine if the hypothesis can
be justifiably inferred to be true (option 1 : entailment) or false (option 2 : contradiction) base on the premise. Please
choose the correct answer after providing the inference process step by step, in the format of ‘the answer is option 1.
#### 1’. If calculation is involved, please provide the equations during the calculation process. Using numbers like
‘1.’ or ‘[1]’ to mark steps. Choose the correct answer in the format of ‘the answer is option 1. #### 1’.
statement1: statement2: option1: option2: Response: Let’s think step by step.
NewsNLI
I will first raise two statements and then provide two options which are entailment and neutral. The first statement is
the given premise, the second statement is the hypothesis. You should determine if the hypothesis can be justifiably
inferred to be true (option 1: entailment) or cannot be determined (option 2: neutral) base on the premise. You
should pay attention to additional information rather than shared information, especially paying attention to whether
the numbers are reasonable and derived from the premise. If there is information that is not mentioned in the premise
or cannot be directly inferred from the hypothesis, then the hypothesis cannot be determined. Please choose the
correct answer after providing the inference process step by step, in the format of ‘the answer is option 1 #### 1’.
Using numbers like ‘1.’ or ‘[1]’ to mark steps.
statement1: statement2: option1: option2: Response: Let’s think step by step.
RTE
I will first raise two statements and then provide two options which are entailment and neutral. The first statement is
the given premise, the second statement is the hypothesis. You should determine if the hypothesis can be justifiably
inferred to be true (option 1 : entailment) or cannot be determined (option 2 : neutral) base on the premise. You
should pay attention to additional information rather than shared information, especially paying attention to whether
the numbers are reasonable and derived from the premise. If there is information that is not mentioned in the premise
or cannot be directly inferred in the hypothesis, then the hypothesis cannot be determined. Please choose the correct
answer after providing the inference process step by step, in the format of ‘the answer is option 1. #### 1’. Using
numbers like ‘1.’ or ‘[1]’ to mark steps.
statement1: statement2: option1: option2: Response: Let’s think step by step.
RedditNLI
I will first raise two statements and then provide three options which are entailment, contradiction and neutral. The
first statement is the given premise, the second statement is the hypothesis. You should determine if the hypothesis
can be justifiably inferred to be true (option 1 : entailment), false (option 2 : contradiction) or cannot be determined
(option 3 : neutral) base on the premise. Please choose the correct answer after providing the inference process step
by step, in the format of ‘the answer is option 1. #### 1’. Using numbers like ‘1.’ or ‘[1]’ to mark steps.
statement1: statement2: option1: option2: option3: Response: Let’s think step by step.
StressTest
I will first raise two statements and then provide three options which are entailment, contradiction and neutral. The
first statement is the given premise, the second statement is the hypothesis. You should determine if the hypothesis
can be justifiably inferred to be true (option 1 : entailment), false (option 2 : contradiction) or cannot be determined
(option 3 : neutral) base on the premise. You should especially pay attention to whether the numbers are reasonable
and derived from the premise. If there is information that is cannot be directly inferred in the hypothesis, then the
hypothesis cannot be determined. Please choose the correct answer after providing the inference process step by
step, in the format of ‘the answer is option 1. #### 1’. Using numbers like ‘1.’ or ‘[1]’ to mark steps.
statement1: statement2: option1: option2: option3: Response: Let’s think step by step.

Table 9: Our prompts used for different datasets in the training process.

1841


