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Abstract

The automatic identification of misleading and
persuasive content has emerged as a significant
issue among various stakeholders, including
social media platforms, policymakers, and the
broader society. To tackle this issue within
the context of memes, we organized a shared
task at SemEval-2024, focusing on the mul-
tilingual detection of persuasion techniques.
This paper outlines the dataset, the organi-
zation of the task, the evaluation framework,
and the outcomes.The task targets memes in
four languages, with the inclusion of three sur-
prise test datasets in Bulgarian, North Mace-
donian, and Arabic. It encompasses three sub-
tasks: (i) identifying whether a meme utilizes
a persuasion technique; (ii) identifying per-
suasion techniques within the meme’s “textual
content”; and (iii) identifying persuasion tech-
niques across both the textual and visual com-
ponents of the meme (a multimodal task). Fur-
thermore, due to the complex nature of persua-
sion techniques, we present a hierarchy that
groups the 22 persuasion techniques into sev-
eral levels of categories. This became one of
the attractive shared tasks in SemEval 2024,
with 153 teams registered, 48 teams submit-
ting results, and finally, 32 system description
papers submitted.

1 Introduction

The rise of online social media platforms has en-
abled people to share their views and feelings
openly. This increase in freedom of speech has
significantly expanded the volume of digital con-
tent, offering valuable resources for initiatives like
citizen journalism, raising public awareness, and
supporting political campaigns. However, this free-
dom has also facilitated negative uses, leading to
an increase in online hostility, as evidenced by

the spread of content such as disinformation, hate
speech, propaganda, and cyberbullying (Brooke,
2019; Joksimovic et al., 2019; Schmidt and Wie-
gand, 2017; Davidson et al., 2017; Da San Martino
et al., 2019a; Van Hee et al., 2015).

Social media posts often combine various modal-
ities, such as text, images, and videos. In recent
years, Internet memes have become a prevalent
form of content on these platforms. A meme is
defined as “a collection of digital items that share
common characteristics in content, form, or stance,
which are created through association and widely
circulated, imitated, or transformed over the Inter-
net by numerous users.” (Shifman, 2013) Memes
generally consist of one or more images accompa-
nied by textual content (Shifman, 2013; Suryawan-
shi et al., 2020). While memes are primarily aimed
at humor, they can also convey persuasive narra-
tives or content that may mislead audiences. To
automatically identify such content, there have
been research efforts directed towards addressing
offensive content (Gandhi et al., 2020), identify-
ing hate speech across different modalities (Gomez
et al., 2020; Wu and Bhandary, 2020), and detect-
ing propaganda techniques in memes (Dimitrov
et al., 2021a).

Focusing on propaganda detection, research ef-
forts have been specifically directed towards defin-
ing techniques and addressing the issue in news ar-
ticles (Da San Martino et al., 2019), tweets (Alam
et al., 2022b), memes (Dimitrov et al., 2021a),
and textual content in multiple languages (Pisko-
rski et al., 2023b). The associated shared tasks
include SemEval-2020 Task 11 on news articles
(Da San Martino et al., 2020), SemEval-2021 Task
6 on memes (Dimitrov et al., 2021b), WANLP-
2022 and ArabicNLP-2023 focusing on Arabic
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(Alam et al., 2022b; Hasanain et al., 2023), and
SemEval-23 Task 3 on news articles in multiple
languages (Piskorski et al., 2023b).

The SemEval-2024 shared task extends previ-
ous tasks but introduces multilinguality, covering
four languages, and features the largest dataset in
English, along with a new hierarchical evaluation
method. It has attracted significant participation.
The task consists of three subtasks and was run in
two phases: (i) the development phase and (ii) the
evaluation phase. In the remainder of this paper,
we define the tasks, describe the datasets, and pro-
vide an overview of participating systems and their
official scores.

2 Related Work

2.1 Persuasion Techniques Detection

Past research on propaganda detection focused on
analyzing documents as a whole to assess whether
they contained propaganda. Barrón-Cedeno et al.
(2019) created a corpus categorized into propa-
ganda and non-propaganda, exploring the writing
style and readability levels. Their results indicated
that using distant supervision combined with com-
prehensive representations could lead the model
to predict the source of the article instead of ac-
curately differentiating between propaganda and
non-propaganda content. An alternative approach
to research has concentrated on identifying the use
of specific propaganda techniques within texts. For
example, Habernal et al. (2017, 2018) constructed a
corpus containing 1.3k arguments, each annotated
with different fallacies directly associated with pro-
paganda techniques.

Building on previous work, Da San Martino et al.
(2019b) created a corpus of news articles annotated
for eighteen fine-grained propaganda techniques,
approaching the problem as a task of span detection
and classification. The majority of these studies
have primarily focused on English. To address this
gap in multilingual settings, Piskorski et al. (2023c)
developed a dataset of news articles encompass-
ing nine languages (Piskorski et al., 2023c). This
dataset has enabled research into developing multi-
lingual models.

Focusing on multimodality, specifically on
memes, Dimitrov et al. (2021a) developed a corpus
consisting of 950 memes and investigated various
transformer models for automatic detection.

2.2 Multimodal Content

Multimodal content has been effectively utilized for
propagating information and generating positive
impacts. At the same time, it has also been used to
cause harm (Sharma et al., 2022) or spread mis- and
dis-information (Alam et al., 2022a). Research in
this area include predicting misleading information
(Volkova et al., 2019), detecting deception (Glenski
et al., 2019), emotions and propaganda (Abd Kadir
et al., 2016), hateful memes (Kiela et al., 2020),
and propaganda in images (Seo, 2014).

To address the problem, current state-of-the-art
research includes fine-tuning transformer models
such as ViLBERT (Lu et al., 2019), Multimodal Bi-
transformers (Kiela et al., 2019), and VisualBERT
(Li et al., 2019). Several studies have also explored
the use of prompting strategies for hateful meme
classification (Cao et al., 2022), aiming for detec-
tion from both text and visual modalities by lever-
aging (Prakash et al., 2023). For a recent survey,
please refer to the work by Hee et al. (2024), which
reports on the role of multimodality and LLMs in
hateful content moderation.

2.3 Related Shared Tasks

To foster community engagement, several shared
tasks on propaganda detection have been orga-
nized in the past. SemEval-2020 task 11 on De-
tection of Persuasion Techniques in News Articles
(Da San Martino et al., 2020) focused on news arti-
cles, and asked to detect the text spans where pro-
paganda techniques are used, and to predict their
type (14 techniques). Closely related to that is the
NLP4IF-2019 task on Fine-Grained Propaganda
Detection (Da San Martino et al., 2019), which
asked to detect the spans of use in news articles of
each of 18 propaganda techniques. The SemEval-
2023 task 3 Detecting the Category, the Framing,
and the Persuasion Techniques in Online News in
a Multi-lingual Setup was focused on news articles
covering nine languages Piskorski et al. (2023b).
The WANLP’2022 and ArabicNLP’2023 shared
task asked to detect the use of 20 propaganda tech-
niques in Arabic tweets and news articles (Alam
et al., 2022b; Hasanain et al., 2023).

The SemEval-2021 Task 6 on Detection of Per-
suasion Techniques in Texts and Images focused
on identifying 22 persuasion techniques in memes
(Dimitrov et al., 2021b). Following this prior work,
we have significantly extended the size of the En-
glish dataset to 10K memes and added three sur-
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prise languages. The task is divided into three sub-
tasks and also presents the persuasion techniques
in a newly formed hierarchy allowing for better sys-
tem predictions in cases of low confidence when
predicting persuasion.

3 Tasks and Dataset

3.1 Tasks
The objective of the shared task is to develop mod-
els capable of identifying persuasion techniques
(see Table 2 for a list and Dimitrov et al. (2021b)
for a detailed description). This involves one sub-
task focused solely on analyzing the textual content
of memes and another two subtasks dedicated to a
multimodal analysis, where both textual and visual
content are examined together. The subtasks are
defined as follows:

Subtask 1 (ST 1): Given only the “textual con-
tent” of a meme, identify which persuasion
techniques, organized in a hierarchy, it uses.
If the ancestor node of a technique is selected,
only a partial reward is given. This is a mul-
tilingual hierarchical multilabel classification
problem.

Subtask 2a (ST 2a): Given a meme, identify
which persuasion techniques, organized in a
hierarchy, are used both in the textual and in
the visual content of the meme (multimodal
task). If the ancestor node of a technique is
selected, only a partial reward is given. This
is a multilingual hierarchical multilabel clas-
sification problem.

Subtask 2b (ST 2b): Given a meme, identify
whether it contains a persuasion technique.
This is a binary classification problem.

EN BG MK AR
Subtask Train Val Dev Test Total Test Test Test

ST 1 7,000 500 1,000 1,500 10,000 436 259 100
ST 2a 7,000 500 1,000 1,500 10,000 436 259 120
ST 2b 1,200 150 300 600 2,250 100 100 160

Table 1: Number of memes for every language on
each subtask and associated data splits. Note that only
the test split contains all four languages. EN=English,
BG=Bulgarian, MK=North Macedonian, AR=Arabic

3.2 Dataset
Collection: We collected English, Bulgarian,
North Macedonian, and Arabic memes from our

personal Facebook accounts by scraping public
Facebook groups, which focus on politics, vac-
cines, COVID-19, gender equality, and the Russo-
Ukrainian War. However, Facebook groups did not
provide enough memes for North Macedonian and
Arabic therefore we collected some of the memes
for these languages from Instagram. We consid-
ered a meme to be a “photograph style image with
a short text on top of it”, and we removed examples
that did not fit this definition, e.g., cartoon-style
memes, memes whose textual content was strongly
dominant or non-existent, memes with a single-
color background image, etc.

Annotation: The list of persuasion techniques
and the annotation process are as described in (Dim-
itrov et al., 2021b). For each meme, we first anno-
tated its textual content, and then the entire meme.
We performed each of these two annotations in
two phases: in the first phase, the annotators in-
dependently annotated the memes; afterward, all
annotators met together with a consolidator to dis-
cuss and select the final gold label(s). This process
was applied to each language, however, for English
we had an additional step in the process where an
expert linguist reviewed random samples of consol-
idated memes and communicated his observations
back to the team of annotators. This was done
to ensure we maintained high-quality annotations
throughout the whole annotation campaign, consid-
ering the high cognitive complexity of the task.

Statistics: Table 1 shows the number of memes
for each subtask in all four languages. The data for
every subtask was split into train, validation, dev,
and test as shown in the table. We introduced a
validation set to allow parameter optimization on a
predefined set of data, making it comparable across
different systems. Bulgarian, North Macedonian,
and Arabic were only used for the test set as they
were surprise languages.

Table 2 and Table 3 show the label distri-
bution for all subtasks. Transfer and Appeal to
(Strong) Emotions do not apply to text, i.e., to
Subtask 1. For Subtasks 1 and 2a, each technique
can be present at most once per example. From the
persuasion technique distribution we can see that
the dataset is extremely imbalanced with some la-
bels being present in more than 50% of the memes
(Smears) and others in less than 1% (Obfuscation,
Intentional Vagueness, Confusion). Moreover, Fig-
ure 2 (in Appendix A) shows that most of the
memes contain more than one persuasion technique.
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Subtask 1 Subtask 2a
Persuasion Techniques EN BG MK AR EN BG MK AR

Smears 2,838 41 25 17 5,159 320 220 63
Loaded Language 2,636 160 110 24 2,644 162 111 35
Name Calling/Labeling 2,284 140 83 26 2,294 148 95 33
Appeal to Authority 1,251 18 4 1 1,315 26 10 1
Black-and-White/Dictatorship 1,079 5 – – 1,115 7 – –
Slogans 994 62 23 – 1,024 68 26 –
Flag-Waving 834 28 6 1 1,179 43 14 2
Thought-Terminating Cliché 760 20 6 1 762 22 6 1
Glittering Generalities (Virtue) 703 5 – 2 991 29 5 2
Exaggeration/Minimisation 537 31 18 18 590 51 48 31
Appeal to Fear/Prejudice 527 35 13 8 643 73 52 43
Doubt 487 17 9 5 567 25 14 15
Repetition 442 19 3 1 445 19 3 1
Whataboutism 407 23 9 1 474 37 15 1
Causal Oversimplification 391 7 4 2 419 17 4 2
Bandwagon 144 2 – 1 157 6 – 1
Reductio ad Hitlerum 94 – – – 170 – 2 –
Straw Man 91 7 3 1 106 16 15 2
Presenting Irrelevant Data 87 3 1 1 91 – 1 3
Confusion 43 – – 2 84 3 1 2
Transfer – – – – 2,286 141 113 –
Appeal to (Strong) Emotions – – – – 537 24 19 –

Total 16,629 737 401 130 23,052 1,254 778 245

Table 2: Persuasion techniques distribution for subtasks 1 and 2a in every language. For each technique, we show
the number of instances.

Label EN BG MK AR
propagandistic 1,500 80 90 113
non propagandistic 750 20 10 47
Total 2,250 100 100 160

Table 3: Subtask 2b label distribution

We also observe a higher number of memes with
2 or more labels in ST2a which shows that a lot
of memes require not only the text but the visual
content to form enough context.

4 Evaluation Framework

4.1 Hierarchy

We introduce a hierarchy to allow the assignment
of high-level categories in case of high uncertainty
when predicting persuasion techniques. The per-
suasion techniques are grouped in a hierarchy, to be
more precise a directed acyclic graph, as shown in
Figure 3. The leaves of the hierarchy are the 22 per-
suasion techniques. The internal nodes are defined
according to (Sourati et al., 2023; Piskorski et al.,
2023a). Starting from the ROOT, we have the first
level with Ethos, Pathos, and Logos. On the next
level under Ethos – Ad Hominem and under Logos
– Justification and Reasoning. Finally, Reasoning

branches into Distraction and Simplification.

4.2 Evaluation Measures

Considering the hierarchical setup of the task, the
evaluation metrics have to take into account the pos-
sibility of label assignment different than the orig-
inal 22 persuasion techniques. Additionally, the
metrics need to support a multilabel setting. We use
adjusted F1, precision, and recall for hierarchical
evaluation (Kiritchenko et al., 2006). For example,
given the hierarchy in Figure 1, Let G be the ground
truth value and H the predicted value, then to calcu-
late the hierarchical measures we extend G to a set
of its ancestor classes Sgold = {G,E,B,C} and
then do the same for H – Spred = {H,E,B,C}.
Then hierarchical precision, recall, and F1 (hP ,
hR, and hF1) would be:

hP =
|Sgold ∩ Spred|

|Spred|
=

|{E,B,C}|
|{H,E,B,C}| =

3

4
(1)

hR =
|Sgold ∩ Spred|

|Sgold|
=

|{E,B,C}|
|{G,E,B,C}| =

3

4
(2)

hF1 =
2 · hP · hR
hP + hR

=
2 · 3

4 · 3
4

3
4 + 3

4

=
3

4
(3)
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Figure 1: Example graph for hierarchical evaluation

Subtask #team #subm #team #subm

EN Dev EN Dev EN Test EN Test

ST 1 38 1159 35 130
ST 2a 11 61 14 28
ST 2b 20 457 20 51
Total 42 1677 42 209

BG Test BG Test MK Test MK Test

ST 1 20 29 20 29
ST 2a 8 13 8 10
ST 2b 15 20 15 21
Total 27 62 27 60

AR Test AR Test

ST 1 17 36
ST 2a 8 19
ST 2b 15 24
Total 24 79

Table 4: Submission statistics. Note that only English
has dev submissions, as the other languages were only
released for test. #team: Number of teams that submit-
ted results; #subm: Number of submissions.

Subtasks 1 and 2a are hierarchical mul-
tilabel classification problems. We used
hierarchical − F1 as the official evaluation mea-
sure. We also computed hierarchical precision
and hierarchical recall.
Subtask 2b is a binary classification problem. We
used macro F1 as the official evaluation measure.
We also computed micro F1.

4.3 Task Organization

The shared task was run in two phases:
Development Phase: During the development
phase, we made training and development sets
available for the participants. However, gold stan-
dard labels were not released for the development
set. The participants submittd systems’ results on
the development set. They could make an unlim-
ited number of submissions, and the best score for
each team, regardless of the submission time, was
shown in real time on a public leaderboard.
Test Phase: In this phase, we have released the
test set and the development set together with the
gold labels. The participants were given a week to
submit their final predictions on the test set. It is

important to note that the test data included memes
in three additional languages such as Bulgarian,
North Macedonian, and Arabic, which were not
disclosed to the participants in advance as surprise
languages. Similar to the development phase, par-
ticipants could submit multiple entries; however,
they have not received any feedback on their per-
formance. Only the latest submission from each
team was considered official and used to determine
the final team rankings. Overall, 153 teams regis-
tered for the task, out of which 48 made official
submissions. Moreover, 24 teams submitted results
for all four languages. Specifically, 17 teams sub-
mitted results for all languages for ST1, 8 for ST2a,
and 14 for ST2b, respectively. The total number
of submissions across both phases was 2,087, with
1,677 on the development set and 410 on the test
set. More details on submission statistics can be
found in Table 4.

The results for the development and the test
phases are available on the leaderboard page.1 Af-
ter the competition was over, we left the submission
system open for the test dataset for post-shared task
evaluations and to monitor the state of the art for
the different subtasks across the languages.

4.4 Baseline Systems

Due to the highly imbalanced dataset, as seen in
Table 2, the baseline for each subtask is the most
common label or majority class baseline, i.e., for
each meme, we make a prediction with the most
frequent label. Smears is the most frequent label
for Subtasks 1 and 2a, and propagandistic is the
most frequent label for Subtask 2b. Note that the
baseline is chosen according to the most common
label across all languages.

5 Results

5.1 English Subtasks

The results for the three English subtasks are pre-
sented in Tables 5 and 6. All systems outperformed
the baseline and the winning system is noticeably
better than the second in subtasks 1 and 2a. In Sub-
task 2b there are three teams with top performance,
two winning systems ex-aequo, and a third with a
0.001 difference in F1.

We now briefly describe some of the top systems
for each subtask. In Subtask 1 914isthebest (Li
et al., 2024a) developed a transformer-based model

1https://propaganda.math.unipd.it/
semeval2024task4/leaderboard.php
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with in-domain pre-training. For system train-
ing, the training dataset was augmented follow-
ing a Chain-of-Thought-based data augmentation
approach using GPT-3.5. The main classification
architecture includes four RoBERTa models and
one DeBERTa model initialized using different ran-
dom seeds. A soft voting approach, which averages
the predicted probabilities of each label from all
five models, is used to predict labels.

In Subtask 2a HierarchyEverywhere
(Ghahroodi and Asgari, 2024) adapted the
hierarchical text classification (HTC) model
to the task by placing “propagandistic" and
“non-propagandistic" nodes at the initial level and
utilizing the “[CLS]" Token between sentences
in memes enhanced model performance (Wang
et al., 2022). Moreover, they employed additional
datasets. Interestingly, the image component of
memes was disregarded, and only the textual
content was provided to the model. Furthermore,
for all the sub-tasks that are non-English, Google
Translation API was used to translate them into
English.

In Subtask 2b, LMEME (Li et al., 2024b) pro-
posed a detection system that employs a Teacher
Student Fusion framework. Initially, a Large Lan-
guage Model serves as the teacher, engaging in ab-
ductive reasoning on multimodal inputs to generate
background knowledge on persuasion techniques,
assisting in the training of a smaller downstream
model. The student model adopts CLIP as an en-
coder for text and image features, incorporating an
attention mechanism for modality alignment.

5.2 Bulgarian Subtasks
The results for the Bulgarian subtasks are reported
in Tables 7 and 8. For Subtask 1, seventeen out
of nineteen systems outperformed the baseline; for
Subtask 2a, four out of seven systems outperformed
the baseline; and for Subtask 2b, all systems out-
performed the baseline.

We briefly describe some of the top systems for
each subtask. The top system, OtterlyObsessed-
WithSemantics (Wunderle et al., 2024) for Subtask
1, used a custom classification head that is designed
to be applied atop a large language model. For the
non-English test sets, the system was used after
translating all documents to English using GPT-4.

For Subtask 2a, the top system is
BCAmirs (Abaskohi et al., 2024). It in-
volved using GPT-4 to generate a descriptive
caption of the meme. The caption is then combined

R Team hF1 hP hR

English - Subtask 1

1 914isthebest 0.752 0.684 0.836
2 BCAmirs 0.699 0.668 0.732
3 OtterlyObsessedWithSemantics 0.697 0.648 0.755
4 TUMnlp 0.674 0.638 0.714
5 GreyBox 0.670 0.652 0.688
6 NLPNCHU 0.663 0.610 0.726
7 Puer 0.660 0.648 0.673
8 EURECOM 0.655 0.628 0.685
9 SuteAlbastre 0.652 0.633 0.673
10 UMUTeam 0.648 0.708 0.597
11 RDproj 0.643 0.575 0.728
12 HierarchyEverywhere 0.643 0.636 0.649
13 nowhash 0.641 0.612 0.673
14 ShefCDTeam 0.640 0.662 0.618
15 Pauk 0.627 0.716 0.557
16 IUSTNLPLAB 0.625 0.632 0.618
17 whatdoyoumeme 0.617 0.598 0.638
18 LomonosovMSU 0.613 0.712 0.539
19 SoftMiner 0.607 0.649 0.569
20 MagnumJUCSE 0.603 0.547 0.673
21 IITK 0.591 0.596 0.586
22 CLaC 0.578 0.501 0.685
23 BAMBAS 0.577 0.501 0.679
24 MemeSifters 0.575 0.576 0.573
25 fralak 0.557 0.478 0.668
26 IIITG 0.526 0.614 0.459
27 Two 0.522 0.526 0.518
28 Scalar 0.505 0.433 0.606
29 SINAI 0.425 0.312 0.667
30 McRock 0.423 0.301 0.708
31 Baseline 0.369 0.477 0.300
32 WhatsaMeme 0.347 0.347 0.346
33 IIMAS1UTM1LaSalle 0.199 0.755 0.115

English - Subtask 2a

1 HierarchyEverywhere 0.746 0.867 0.655
2 NLPNCHU 0.707 0.782 0.645
3 BCAmirs 0.705 0.784 0.641
4 UMUTeam 0.690 0.768 0.627
5 SuteAlbastre 0.685 0.718 0.655
6 TUMnlp 0.677 0.781 0.598
7 Pauk 0.675 0.745 0.617
8 CodeMeme 0.666 0.607 0.739
9 LomonosovMSU 0.656 0.792 0.560
10 IITK 0.636 0.763 0.545
11 BERTastic 0.613 0.816 0.491
12 BDA 0.504 0.515 0.493
13 Baseline 0.447 0.688 0.331
14 WhatsaMeme 0.366 0.313 0.440

Table 5: Official results for English - Subtasks 1 and 2a.
Runs ranked by the official measure (Hierarchical F1).
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Rank Team F1 macro F1 micro

1 LMEME 0.810 0.825
2 SuteAlbastre 0.810 0.835
3 DUTIR938 0.809 0.837
4 BCAmirs 0.803 0.825
5 Snarci 0.799 0.827
6 BDA 0.793 0.823
7 NLPNCHU 0.788 0.822
8 UMUTeam 0.787 0.807
9 TUMnlp 0.784 0.802
10 CodeMeme 0.782 0.807
11 LomonosovMSU 0.772 0.798
12 BERTastic 0.716 0.762
13 Hidetsune 0.714 0.790
14 Scalar 0.702 0.753
15 SheffieldVeraAI 0.642 0.687
16 HierarchyEverywhere 0.563 0.662
17 WhatsaMeme 0.515 0.530
18 nowhash 0.498 0.515
19 IITK 0.483 0.490
20 Baseline 0.250 0.333

Table 6: Official results for English - Subtask 2b. Runs
ranked by the official measure (Hierarchical F1).

with the meme text, before being passed to a
RoBERTa model. A vision encoder utilizing a
pre-trained vision transformer model (CLIP-ViT),
is used to encode and analyze the meme image.
Finally, a multi-layer perceptron classifier takes
the combined visual and textual representations
and classifies the meme. The models used were
monolingual, and thus, for non-English tasks, the
system was applied to test sets translated using
Google Translate.

In Subtask 2b, the top system is LMEME (Li
et al., 2024b), which was also the top system for
Subtask 2b in English, and presented in Section 5.1.

5.3 North Macedonian Subtasks

The results for the North Macedonian subtasks are
presented in Tables 9 and 10. Our observations
for the North Macedonian subtasks closely align
with those for the Bulgarian subtasks. For subtasks
1 and 2a, a few teams were unable to surpass the
baseline results. However, for Subtask 2b, all teams
exceeded the baseline performance.

As with the Bulgarian Subtask 1 and Subtask 2a,
the top systems for North Macedonian were also
OtterlyObsessedWithSemantics (Wunderle et al.,
2024) and BCAmirs, respectively.

Team BERTastic (Mahmoud and Nakov, 2024)
achieved the best performance for Subtask 2b.
The system uses three representations of the in-
put meme, including the image, associated text,
and a generic description of the meme generated

R Team hF1 hP hR

Bulgarian - Subtask 1

1 OtterlyObsessedWithSemantics 0.568 0.520 0.627
2 RDproj 0.541 0.435 0.714
3 NLPNCHU 0.517 0.536 0.500
4 MagnumJUCSE 0.500 0.470 0.533
5 nowhash 0.486 0.460 0.516
6 MemeSifters 0.481 0.491 0.472
7 GreyBox 0.476 0.438 0.522
8 whatdoyoumeme 0.473 0.502 0.446
9 HierarchyEverywhere 0.468 0.483 0.453
10 fralak 0.464 0.374 0.613
11 914isthebest 0.463 0.477 0.450
12 CLaC 0.449 0.400 0.512
13 BCAmirs 0.448 0.387 0.533
14 IITK 0.434 0.404 0.470
15 ShefCDTeam 0.366 0.454 0.307
16 EURECOM 0.345 0.367 0.325
17 SINAI 0.341 0.214 0.849
18 Baseline 0.284 0.319 0.256
19 SuteAlbastre 0.236 0.134 1.000
20 IIMAS1UTM1LaSalle 0.183 0.654 0.107

Bulgarian - Subtask 2a

1 BCAmirs 0.627 0.703 0.566
2 SuteAlbastre 0.611 0.660 0.569
3 NLPNCHU 0.549 0.707 0.448
4 BERTastic 0.544 0.812 0.409
5 Baseline 0.500 0.804 0.363
6 BDA 0.483 0.523 0.450
7 HierarchyEverywhere 0.464 0.671 0.355
8 IITK 0.446 0.541 0.379

Table 7: Bulgarian - Subtasks 1 and 2a

Bulgarian - Subtask 2b

Rank Team F1 macro F1 micro

1 LMEME 0.671 0.810
2 Snarci 0.668 0.840
3 BERTastic 0.662 0.750
4 BCAmirs 0.647 0.770
5 NLPNCHU 0.647 0.820
6 MemeSifters 0.611 0.830
7 SuteAlbastre 0.594 0.650
8 SheffieldVeraAI 0.536 0.570
9 BDA 0.506 0.620
10 HierarchyEverywhere 0.485 0.630
11 IITK 0.473 0.530
12 DUTIR938 0.434 0.570
13 nowhash 0.434 0.450
14 Hidetsune 0.327 0.330
15 Baseline 0.167 0.200

Table 8: Bulgarian - Subtask 2b
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R Team hF1 hP hR

North Macedonian - Subtask 1

1 OtterlyObsessedWithSemantics 0.512 0.518 0.507
2 RDproj 0.499 0.434 0.587
3 MagnumJUCSE 0.483 0.486 0.480
4 fralak 0.464 0.359 0.658
5 NLPNCHU 0.462 0.546 0.400
6 EURECOM 0.442 0.520 0.384
7 MemeSifters 0.441 0.539 0.373
8 GreyBox 0.434 0.440 0.429
9 nowhash 0.426 0.414 0.438
10 HierarchyEverywhere 0.417 0.486 0.365
11 CLaC 0.395 0.371 0.422
12 BCAmirs 0.393 0.332 0.482
13 IITK 0.383 0.344 0.432
14 914isthebest 0.369 0.401 0.341
15 whatdoyoumeme 0.362 0.399 0.331
16 ShefCDTeam 0.319 0.436 0.251
17 Baseline 0.307 0.314 0.300
18 SINAI 0.301 0.183 0.846
19 SuteAlbastre 0.204 0.113 0.996
20 IIMAS1UTM1LaSalle 0.137 0.529 0.079

North Macedonian - Subtask 2a

1 BCAmirs 0.637 0.750 0.553
2 SuteAlbastre 0.576 0.492 0.692
3 BERTastic 0.573 0.866 0.428
4 Baseline 0.555 0.902 0.401
5 BDA 0.501 0.546 0.463
6 NLPNCHU 0.487 0.706 0.372
7 IITK 0.440 0.545 0.369
8 HierarchyEverywhere 0.357 0.689 0.241

Table 9: North Macedonian - Subtasks 1 and 2a

by a vision-language model. A multilingual model,
MPNet, was used to extract embeddings from text
elements, while a multimodal multilingual model,
CLIP-ViT-B-32, was used to represent both text
and image. All extracted features were fused into
a single feature vector, followed by logistic regres-
sion for classification.

5.4 Arabic Subtasks

In Tables 11 and 12, we report the results for Arabic
subtasks. Here, we also observe similar patterns to
Bulgarian and North Macedonian. The top systems
for Subtask 1 and Subtask 2a are also OtterlyOb-
sessedWithSemantics (Wunderle et al., 2024) and
BCAmirs, respectively. BCAmirs also achieves
the top performance for Subtask 2b.

Considering all non-English languages, we see
that many systems struggled to surpass the baseline
for Subtask 2a specifically. This can be due to the
difficult nature of this subtask, as it is a hierarchi-
cal multilabel classification task that also requires
considering multimodal content. Such difficulty
also affected the number of participants, with a rel-
atively smaller number of systems submitted to this

North Macedonian - Subtask 2b

Rank Team F1 macro F1 micro

1 BERTastic 0.686 0.840
2 MemeSifters 0.660 0.900
3 LMEME 0.591 0.780
4 BCAmirs 0.561 0.770
5 NLPNCHU 0.520 0.790
6 HierarchyEverywhere 0.506 0.620
7 IITK 0.485 0.630
8 Snarci 0.479 0.720
9 DUTIR938 0.469 0.660
10 SheffieldVeraAI 0.458 0.510
11 BDA 0.435 0.600
12 nowhash 0.429 0.520
13 Hidetsune 0.389 0.460
14 SuteAlbastre 0.177 0.180
15 Baseline 0.091 0.100

Table 10: North Macedonian - Subtask 2b

R Team hF1 hP hR

Arabic - Subtask 1

1 OtterlyObsessedWithSemantics 0.476 0.391 0.607
2 NLPNCHU 0.475 0.428 0.533
3 fralak 0.428 0.309 0.698
4 whatdoyoumeme 0.424 0.328 0.600
5 RDproj 0.411 0.333 0.537
6 IITK 0.408 0.339 0.512
7 HierarchyEverywhere 0.405 0.356 0.470
8 nowhash 0.404 0.360 0.460
9 BCAmirs 0.396 0.320 0.519
10 MagnumJUCSE 0.395 0.346 0.460
11 CLaC 0.381 0.308 0.498
12 MemeSifters 0.360 0.355 0.365
13 914isthebest 0.360 0.314 0.421
14 Baseline 0.359 0.350 0.368
15 SINAI 0.258 0.154 0.793
16 SuteAlbastre 0.234 0.198 0.288
17 EURECOM 0.177 0.343 0.119

Arabic - Subtask 2a

1 BCAmirs 0.526 0.553 0.502
2 SuteAlbastre 0.516 0.469 0.573
3 Baseline 0.486 0.650 0.389
4 NLPNCHU 0.483 0.595 0.407
5 IITK 0.455 0.457 0.453
6 HierarchyEverywhere 0.437 0.510 0.382
7 BDA 0.416 0.382 0.457
8 BERTastic 0.388 0.613 0.284

Table 11: Arabic - Subtasks 1 and 2a
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Arabic - Subtask 2b

Rank Team F1 macro F1 micro

1 BCAmirs 0.615 0.631
2 SheffieldVeraAI 0.610 0.613
3 BERTastic 0.603 0.606
4 NLPNCHU 0.585 0.594
5 HierarchyEverywhere 0.562 0.669
6 MemeSifters 0.557 0.694
7 Snarci 0.555 0.556
8 Hidetsune 0.528 0.544
9 BDA 0.510 0.606
10 SuteAlbastre 0.501 0.544
11 nowhash 0.498 0.531
12 DUTIR938 0.469 0.519
13 IITK 0.467 0.469
14 LMEME 0.362 0.388
15 Baseline 0.227 0.294

Table 12: Arabic - Subtask 2b

subtask compared to the other two subtasks.

6 Conclusions and Future Work

We presented SemEval-2024 Task 4 on Multilin-
gual Detection of Persuasion Techniques in Memes.
The task consists of detecting persuasion tech-
niques in memes in a multimodal setting. The
task offered a significantly larger dataset for En-
glish (10K memes) than previous ones, and three
surprise languages: Arabic, Bulgarian, and North
Macedonian.

The task attracted a lot of attention: 153 teams
registered for the task and 30 teams submitted a
task description paper. Fine-tuning transformer-
based architectures was the most dominant ap-
proach followed by most teams. The majority of
teams participating in Subtask 2 considered both
the text and image components of the data, utilizing
corresponding transformer models. Finally, sev-
eral teams designed hierarchical classification tech-
niques, to tackle the hierarchy of labels in Subtask
1 and Subtask 2a. As for the surprise languages, at
least a third of the submitting teams used automatic
translation to translate the datasets into English.

7 Limitations

The dataset we have collected originates from vari-
ous public Facebook groups, with a primary focus
on politics. Consequently, the representativeness
of this dataset may be limited for other domains
and topics. The highly imbalanced distribution of
the labels in the dataset may affect the model’s
performance. Therefore, it is important to develop
models with this aspect in mind.

Ethics and Broader Impact

Our dataset solely comprises memes, and we have
not collected any user information; therefore, the
privacy risk is nonexistent.

Any biases present in the dataset are uninten-
tional, and our intention is not to cause harm to any
group or individual. It’s important to acknowledge
that annotating propaganda techniques involves a
degree of subjectivity, making biases in our gold-
labeled data or label distribution unavoidable. To
mitigate these concerns, we have collected exam-
ples from a diverse range of users and groups. Fur-
thermore, we adhere to a well-defined schema with
clear definitions, which has enabled us to achieve
high inter-annotator agreement. Additionally, our
annotation team was diverse, consisting of six mem-
bers, including both females and males.

We advise researchers of the risk that our dataset
could be exploited to biasly moderate memes, po-
tentially due to biases related to demographics or
specifics in the text. To prevent this, the implemen-
tation of human moderation is crucial.
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A Additional Dataset Details

Figure 2 shows statistics about the distribution of
the number of persuasion techniques per meme
for Subtasks 1 and 2a. The techniques hierarchy
in 3 shows the details of coarse and fine-grained
categories.

Figure 2: Subtasks 1 and 2a number of labels distribu-
tions.

B Overview of Participating Systems

In this section, we provide a summary of the ap-
proach followed by each of the participating sys-
tems.

BDA (Sherratt et al., 2024) The team partic-
ipated in both Subtask 2a and Subtask 2b. For
Subtask 2a, the proposed architecture is an ensem-
ble of models operating on two modalities, text
and images. For text, an ensemble of mBERT and
XLM-RoBERTa is used, while CLIP and a mono-
lingual BERT model is used to process visual en-
tities extracted from images using Google Vision.
Finally, a late fusion engine is used to merge pre-
dictions; generate additional translated task data;
and modify the prediction confidence threshold
based on the task hierarchy. As for Subtask 2b, the
system is an ensemble of three models: 1) XLM-
RoBERTa, that is trained on augmented task data,
2) VGG19 trained on task images and 3) a BERT
model trained on visual entities extracted from the

images using Google Vision. Late fusion is applied
to join predictions from the models.

OtterlyObsessedWithSemantics (Wunderle
et al., 2024) For Subtask 1, a custom classifica-
tion head that is designed to be applied atop of a
large language model was used. This approach
includes reconstructing the hierarchy across
multiple fully connected layers, allowing for
incorporation of previous foundational decisions
in subsequent, more fine-grained layers. For the
non-English tasks, the same system was used after
translating all documents to English.

BAMBAS (Vasconcelos et al., 2024) The pro-
posed system for Subtask 1 does not consider the
hierarchy of labels. First, text embeddings are ex-
tracted leveraging a multilingual tweets-based lan-
guage model, Bernice. Next, those embeddings are
used to train a separate binary classifier for each
label, in a binary-relevance style, adopting indepen-
dent oversampling strategies in each model.

nowhash (Chowdhury and Ptaszynski, 2024)
In their submission to Subtask 1, the team starts
from meme texts as input to the system and fine-
tunes a Language-agnostic BERT sentence embed-
ding (LaBSE) model on top of Flair’s Transformer
Document Embeddings. Further, those document
vectors are then fed to a single-layer feed-forward
linear classifier to obtain the prediction label.

For Subtask 2b, the proposed system operates
on both meme images and texts. The architecture
includes a vision transformer and XLMRoBERTa
to extract effective contextual information from
both modalities. Finally, the features are fused, to
be passed to a single feed-forward linear layer. The
architecture is fine-tuned given the task training
data.

RDproj (Zhu, 2024) In their participation in Sub-
task 1, the team built an ensemble learning system
employing a soft voting strategy. Propaganda tech-
niques were grouped into ten subsets based on their
representation in the training subset. Subsequently,
one classifier including XLM-RoBertalarge with
a classification head is trained on each of these
training sets. Finally, a classifier with the same
architecture is used to learn a weighted average
of the label’s probability generated by the other
classifiers.

BERTastic (Mahmoud and Nakov, 2024) For
Subtask 2, the proposed architecture covers three
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Figure 3: Persuasion techniques hierarchy.

representations of the input meme, including the
image, associated text, and a generic description of
the meme generated by a vision-language model. A
multilingual model, MPNet, is used to extract em-
beddings from text elements, while a multimodal
multilingual model, CLIP-ViT-B-32, is used to rep-
resent both text and image. All extracted features
are fused into a single feature vector, followed by
logistic regression for classification. During train-
ing, models’ weights were frozen.

GreyBox (Roll and Graham, 2024) For Subtask
1, GPT 3.5 Turbo was fine-tuned in multiple stages
using the training and validation datasets from all
subtasks. Then, zero-shot prompting was used to
generate predictions. The team also experimented
with the original GPT 3.5 Turbo, Llama 2 70B
Chat model, and Mistral AI’s Mixtral 8x7B instruct,
mixture of experts model.

SuteAlbastre (Anghelina et al., 2024) In submit-
ting to Subtask 1, a BERT model was fine-tuned
on the provided data. As for Subtask 2a: The back-
bone of the solutions is a BERT + ViT architecture
where the BERT-based model creates embeddings
from the text data while the ViT creates features
from the image data. The two embeddings are con-
catenated and the resulting one is passed to a fully
connected layer to obtain the scores for each persua-
sion technique. The same architecture was used for
Subtask 2b, except the output of the final fully con-
nected layer was adjusted for binary classification
on whether the provided meme is propagandistic

or non-propagandistic.

Pauk (Pauk and Pacheco, 2024) For Subtask 1,
a student-teacher knowledge distillation approach
was implemented. DeBERTa was adopted as the
student model, in addition to a softened logic rule
layer on top with a collection of logic rules that
encode the hierarchical relationship between pos-
sible output labels. The student model then learns
by both emulating the gold labels as well as the
teacher’s predictions that respect the hierarchy. The
same knowledge distillation approach was used for
Subtask 2a. However, the student model consists
of DeBERTa for processing the textual content and
ResNet for processing the image content with out-
put embeddings concatenated and fed into a feed-
forward network for predictions.

DUTIR938 (Yu et al., 2024) For Subtask 2b,
the team developed a dual-channel model based
on semi-supervised learning and model ensemble.
Within the image channel, CLIP was used to ex-
tract image features from memes. Concurrently,
in the text channel, diverse pre-trained language
models were utilized. A concatenation and fusion
process of the extracted features was applied and
the resulting features were subsequently fed into a
classification layer. Lastly, a two-stage soft-voting
ensemble strategy was used to amalgamate the pre-
dictions of multiple models.

CLaC (Nayak and Kosseim, 2024) Similar to
several other systems submitted to Subtask 1, the
proposed approach was based on fine-tuning indi-
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vidual language models (BERT, XLM-RoBERTa,
and mBERT) and leveraging a mean-based ensem-
ble model. Additionally, the training dataset was
augmented by a relevant dataset extracted from a
previous SemEval task

EURECOM (Peskine et al., 2024) The proposed
system for Subtask 1 uses an ensemble of multi-
ple models trained with different parameters. Ex-
periments were conducted with different models
(BERT, RoBERTa, DeBERTa, DistillBERT, Al-
BERT), different training datasets (SemEval 2024,
+ 2021, + PTC), different loss functions (BCE, CE,
Focal, Hierarchical) and data augmentation (back
translation, GPT-4-turbo augmented). The best re-
sults were obtained by leveraging the hierarchical
nature of the data, by outputting ancestor classes
and with a hierarchical loss. The official submis-
sion was based on the majority voting of our top-3
models for each persuasion technique.

Fralak (Laken, 2024) Different from
transformer-based approaches presented so
far, the system developed for Subtask 1 involved
training an RNN. It was based on restructuring
the labels into strings that showed the full path
through the label hierarchy, and training a basic
RNN that generated these strings based on the
multilingual sentence embedding of the meme text.
This RNN module was then incorporated into an
ensemble model with 2 more models consisting of
basic fully connected networks.

Snarci (Zedda et al., 2024) The system submit-
ted to Subtask 2b involved a modular architecture
that combines image and language embedding mod-
els. As image encoders, several versions of CLIP
were used. Similarly, to process the textual part
of memes the system resorts to several pre-trained
language models (specifically TinyLlama, phi-1.5,
and phi-2). The embeddings extracted from the
CLIP model undergo an image embedding projec-
tion to fit a compatible size for large language mod-
els. An optional Token Merger module, inspired by
the Patch Merger module proposed in vision trans-
formers, merges tokens from image and text em-
beddings to focus on relevant meme aspects. This
module aims to aggregate similar tokens together,
regardless of their original position. To make the
system more computationally efficient, freezing
techniques were used to maintain the pre-trained
weights of both image and language embeddings,
and then Low-Rank Adaptation techniques were

leveraged to fine-tune the models’ weights.

SheffieldVeraAI (Grimshaw et al., 2024) For
Subtask 2b, the team approached the problem
by prompting and fine-tuning the large vision-
language model, LLaVa. Fine-tuning was done
using the multi-modal training data through LoRA
training technique, however, this did not improve
the model’s performance. We achieved the best
results prompting the baseline LLaVa model. We
adapted the model to the unseen languages, by us-
ing a machine translation model, NLLB. We trans-
lated the meme transcriptions into English and used
this translated text prompt with the original meme.

ShefCDTeam (Gibbons et al., 2024) The team
participated in subtask 1, exploring sequence-to-
sequence modeling for this task using a Flan-
T5 model with sequential parameter efficient
fine-tuning methods - Low-Rank Adaptation and
prompt tuning.

whatdoyoumeme (Chatterjee et al., 2024) Sub-
task 1 was approached by fine-tuning a transformer
model. The hierarchical labels for the task were
integrated into the system by extending the training
labels to include all ancestors. Experiments were
conducted using several models like DistilBERT
and mBERT but the best results were achieved
with mBART. The model employed the standard
classification architecture (mBART+classification
head) and was trained using a BCE loss. When
running the system over the non-English test sets,
the documents were translated to English using the
NLLB-200 model.

LomonosovMSU (Skiba et al., 2024) Two ap-
proaches were used to solve Subtask 1. 1) A genera-
tive approach involving training a generative model
to generate explicit responses to questions. 2) A
BERT-like approach involving training a simple
fully connected network on top of a frozen pre-
trained embedding model to solve the hierarchical
classification task. Subtask 2 was tackled similarly
to Subtask 1, but using multimodal text-to-image
embedding models.

HierarchyEverywhere (Ghahroodi and Asgari,
2024) In Subtask 1, a state-of-the-art hierarchi-
cal text classification model called HPT was used.
This required representing the propaganda tech-
niques hierarchically as a directed acyclic graph.
Two supplementary datasets were also added to the
training. In Subtask 2a and Subtask 2b, the image
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component of memes was disregarded, and only
the textual content was provided to the model. Fur-
thermore, for all the sub-tasks that are non-English,
Google Translation API was used to translate them
into English.

914isthebest (Li et al., 2024a) The team devel-
oped a transfer-based model for Subtask 1. For sys-
tem training, the training dataset was augmented
following a Chain-of-Thought-based data augmen-
tation approach using GPT-3.5. The main classifi-
cation architecture includes four RoBERTa models
and one DeBERTa model initialized using different
random seeds. A soft voting approach, which aver-
ages the predicted probabilities of each label from
all five models, is used to predict labels. To pre-
dict non-English languages, the testing sets were
translated using GPT-3.5.

LMEME (Li et al., 2024b) In Subtask 2b, the
team proposed a detection system that employs
a Teacher Student Fusion framework. Initially, a
large language model serves as the teacher, engag-
ing in abductive reasoning on multimodal inputs
to generate background knowledge on persuasion
techniques, assisting in the training of a smaller
downstream model. The student model adopts
CLIP as an encoder for text and image features,
incorporating an attention mechanism for modality
alignment.

McRock (Siino, 2024) The team approached
Subtask 1 by prompting an instruction-tuned large
language model called Mistral-7B-Instruct-v0.2.
The prompt used included both the definitions of
all 20 techniques targeted by the subtask, a short
instruction on the task to perform, and the sample
to predict on. The post-processed model’s outputs
were then submitted to the task’s leaderboard.

BCAmirs (Abaskohi et al., 2024) The team par-
ticipated in all subtasks but mainly focused on Sub-
task 2a. GPT-4 was used to generate a descriptive
caption of the meme. The caption is then com-
bined with the meme text before being passed to
a RoBERTa model. A vision encoder utilizing a
pre-trained vision transformer model (CLIP-ViT),
is used to encode and analyze meme images. Fi-
nally, a multi-layer perceptron classifier takes the
combined visual and textual representations and
classifies the meme. The RoBERTa and MLP clas-
sifiers are fine-tuned, while CLIP remains frozen.

They conducted a series of experiments ex-
ploring different methods of combining the tex-

tual and visual data: text-only (Vicuna-1.5, BERT,
RoBERTa), image-only (LLaVa without textual in-
put), text + image (VisualBERT, ConcatRoBERTa,
LLaVa-1.5), text + caption + image (LLaVa-1.5,
Vicuna-1.5, VisualBERT, ConcatRoBERTa). Ex-
periments were conducted using LLaVa and GPT-4
generated captions with GPT-4 captions showing
consistently better results.

Puer (Dao et al., 2024) The team participated in
Subtask 1 on the English test data with a detection
system based on RoBERTa, using Roberta-large,
which was fine-tuned on a corpus of social media
posts. They conducted extensive parameter tun-
ing over the dev set to identify an optimal thresh-
old, epoch, etc. Finally, They compare the per-
formances of other different deep learning model
architectures, such as BERT, ALBERT, and XLM-
RoBERTa, on multilingual detection of persuasion
techniques in memes.

Hidetsune (Takahashi, 2024) The team ap-
proached Subtask 2b with a text-only classical
NLP solution using SpacyV3 textcat_multilabel
classification architecture. The model was trained
on the official dataset for Subtask 2b, combined
with additional data from Kaggle consisting of non-
propagandistic tweets. The team participated in
all languages included in Subtask2b by translat-
ing non-English text into English and applying the
same model for text classification.

UMUTeam (pan et al., 2024) The team partic-
ipated in all subtasks of the competition focusing
only on English data. In Subtask 1 the team fine-
tuned the RoBERTa-large model using an epoch-
based evaluation strategy. In Subtasks 2a and 2b,
they again used RoBERTa-large as their classifi-
cation model but trained it by combining the tex-
tual content of a meme with image descriptions
extracted using LlaVa.

MagnumJUCSE (Khurshid and Das, 2024)
The team participated in Subtask 1 in all languages.
They participated in the subtask with a node-level
hierarchical classification system consisting of four
phases: data denoising, feature generation, node-
level classifier training, and finally inference. They
first clean the data, then generate features using
pre-trained sentence transformers, afterwards they
predict whether an example belongs to a given node
or not using SVM (Support Vector Machine). Fi-
nally, inference is done in a top-down fashion by
selecting the most suitable depth for the prediction
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results, based on the decision probabilities of the
classifier at each node.

IUSTNLPLAB (Osoolian et al., 2024) The team
addresses Subtask 1 on the English dataset. Their
study focused on fine-tuning language models us-
ing the training dataset, including BERT, GPT-2,
and RoBERTa, with GPT-2 showing the best per-
formance for the task. Additionally, they used
data on persuasion techniques from Semeval 2023
Task 3 increasing the training data with 3,445 new
samples, however, this approach did not yield dis-
cernable improvements. Finally, the participants
adjusted the prediction threshold which lead to a
noticeable improvement in model performance.

IITK (Chikoti et al., 2024) The team partici-
pated in all three Subtasks in every language. Sub-
task 1: they presented an approach to meme clas-
sification based on HypEmo (pre-trained hyper-
bolic embeddings) and emotion prediction through
a multi-task learning framework, incorporating aux-
iliary tasks, including masked language modeling
(MLM) and class definition prediction to enhance
the understanding of emotional concepts. The pre-
dictions from HypEmo and the Fine-grained class-
definition-based model are merged for the final
prediction. Subtask 2a: the team experiments with
an ensemble of HypEmo and the class definition-
based multi-task learning model for the textual
content of the meme and using the CLIP model
embeddings from the visual content of the meme.
Subtask 2b: the team uses a fusion approach, con-
catenation pre-trained BERT-base model for textual
features and CNN model for visual features. They
use weighted binary cross entropy as a loss function
due to the dataset imbalance.

NLPNCHU (Guo and Fan, 2024) The team par-
ticipated in all three Subtasks in every language.
They explored various finetuning techniques and
classification strategies, such as data augmentation,
problem transformation, and hierarchical multi-
label classification strategies. In Subtasks 1 and
2a, they explored different classification strategies:
Global Classifier (GC), Stacking + GC, and Stack-
ing + Local Classifier per Level (LCL), combined
with Distribution-Balanced Loss (DBL) loss to ad-
dress the long-tail distribution of the data. For
Subtask 1 the team compared the performance of
XLM-RoBERTa and XLM-RoBERTa-Twitter to
asses the impact of domain-specific pre-training.
For Subtask 2a the team used XLM-RoBERTa and

XLM-RoBERTa-Twitter for extracting textual fea-
tures and CLIP for extracting visual features com-
bining them through Feature-wise Linear Modula-
tion (FIM), these two encoders encode to obtain a
representation embedding vector containing both
image and text For Subtask 2b the team employed
the same strategy as Subtask 2a applied to a binary
classification setting.

2026


