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Abstract
This paper describes the results of SemEval-
2024 Task 5: Argument Reasoning in Civil Pro-
cedure, consisting of a single task on judging
and reasoning about the answers to questions
in U.S. civil procedure. The dataset for this
task contains question, answer and explanation
pairs taken from The Glannon Guide To Civil
Procedure (Glannon, 2018). The task was to
classify in a binary manner if the answer is a
correct choice for the question or not. Twenty
participants submitted their solutions, with the
best results achieving a remarkable 82.31% F1-
score. We summarize and analyze the results
from all participating systems and provide an
overview over the systems of 14 participants.

1 Introduction

“Arguing a legal case is an essential skill that as-
piring lawyers must master. This skill requires not
only knowledge of the relevant area of law, but also
advanced reasoning abilities, such as using anal-
ogy arguments or finding implicit contradictions.”
– (Bongard et al., 2022)

In order to test these abilities, we organized the
SemEval-2024 Task 5: Argument Reasoning in
Civil Procedure. By basing our dataset on an es-
tablished textbook in the domain of U.S. civil pro-
cedure (The Glannon Guide To Civil Procedure,
(Glannon, 2018)), we ensure that we can leverage
the high quality and refined content aimed at law
students to create a challenging task in the com-
petition. The book follows the philosophy, that
learning about civil procedure can be achieved by
reading about a given topic and answering ques-
tions afterwards. Therefore, each chapter is accom-
panied by a set of hard reasoning problems formu-
lated as multiple-choice questions. As a teaching
resource, the book provides a thorough analysis for
each answer candidate. This enables the student to
learn by example.

We frame our task in a simple manner: classify-
ing whether the given answer is a correct solution

to the question or not. With this task, we want to
put the legal reasoning capabilities of various state-
of-the-art models to the test and provide a reliable
benchmark.

2 Related work

As the task is based upon our previous paper (Bon-
gard et al., 2022), we refer to the detailed related
work section in there. In a nutshell, legal question
answering is an inherently difficult task because it
requires both reasoning skills and expertise. Le-
gal question datasets in NLP are scarce and vary in
terms of the specific topics covered, such as the U.S.
Multistate Bar Examination (Fawei et al., 2016),
Tax Law (Holzenberger et al., 2020), and Japanese
Bar Exams (Kano et al., 2019; Rabelo et al., 2022).
Although existing datasets focus on finding the cor-
rect answer to the question posed, the reasoning
behind a correct or incorrect answer is often ig-
nored. More recently, LLMs have found their way
into legal question answering, demonstrating their
potential in this area (Katz et al., 2023) by solving
complex legal questions at a level comparable to
humans. But these circumstances also highlight
the need for appropriate tasks to evaluate such sys-
tems (Guha et al., 2023).

3 Dataset

The dataset was collected by parsing The Glannon
Guide To Civil Procedure (Glannon, 2018) which
was done in our previous work (Bongard et al.,
2022). The details of the data collection and base-
line methods are also outlined there. Instead of
treating the questions from the book as multiple
choice queries, we decided to pair each answer
with its question and attach a binary label for a
correct or incorrect conclusion. Because there are
usually multiple incorrect answers to a question,
the dataset is highly imbalanced towards incorrect
answers. A question can either be a stand-alone
sentence or in cloze text form. To make the context
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Question 7. A switch in time. Yasuda, from
Oregon, sues Boyle, from Idaho, on a
state law unfair competition claim, seek-
ing $250,000 in damages. He sues in state
court in Oregon. Ten days later (before an
answer is due in state court), Boyle files
a notice of removal in federal court. Five
days after removing, Boyle answers the
complaint, including in her answer an ob-
jection to personal jurisdiction. Boyle’s
objection to personal jurisdiction is

Answer not waived by removal. The court
should dismiss if there is no personal ju-
risdiction over Boyle in Oregon, even
though the case was properly removed.

Solution 1

Analysis D is the correct answer. Boyle has
not waived his objection to personal juris-
diction. If the federal court lacks jurisdic-
tion over Boyle, it should dismiss the case,
even though it was properly removed.

Complete Analysis There are so many ways
to go astray on this issue [...].

Introduction My students always get con-
fused about the relationship between re-
moval to federal court and personal juris-
diction [...].

Figure 1: Example data point

of most of the questions clear, there is an introduc-
tion text which provides background information
to the question. In addition, Glannon has written
further explanatory texts which justify why the an-
swer was a correct choice or not. Each data point in
the dataset consists of question, answer candidate,
solution, analysis (answer), complete analysis (all
answers to the question), introduction. An example
data point is presented in Figure 1.

However, the dataset version used in the compe-
tition differs slightly from the original version. To
correct errors in the initial version of the dataset,
we removed a mistakenly included chapter of the
book. Additionally, we corrected two instances
in which the explanation text was missing. Al-
though the dataset size changed, the partitions are

still based on the paradigm used in (Bongard et al.,
2022), resulting in a training partition (666), de-
velopment partition (84), and testing partition (98).
The rational data split is meant to sort questions
which appear later in each chapter into the test set,
assuming that these questions are harder to answer
than earlier ones. To conceal the labels in the test
set, we eliminated both fields label and analysis in
that partition.

3.1 Potential question leakage from dev to test

When splitting the dataset partitions, we created
some unwanted potential leakage. In particular,
some questions that appear in the test partition may
have already been part of the development partition
with a different answer candidate. This occurred
because each partition should contain questions
from each chapter and data points were not consid-
ered as questions with multiple answer candidates,
but rather as question-answer pairs. Because some
dataset requests had already been answered, we
chose not to readjust the partitioning. The training
partition is not affected by this. About 27 of 98
data points in the test partition are affected and due
to the small size of the dataset, we chose not the
remove the data points either.

Instead, we take this opportunity to analyze if
the behavior of the participating systems differs
in regards to the leaked questions. The details of
this additional analysis are presented in section 6.2.
However, a future version of the dataset will con-
tain a modified split that fixes the issue.

4 Task description

Reasoning is still one of the hardest task state-of-
the-art models and techniques can face. Simply
understanding language is certainly not enough to
understand expert legal questions, much less an-
swer them correctly. The task is meant to probe
the capacity of methods for understanding com-
plex legal topics and applying them in exemplary
scenarios. However, to avoid over-complicating
the output and evaluation, the task is formulated
as a simple yes or no question. By default this ap-
proach also makes the task harder, because there
is no option to find one correct answer by process
of elimination. The task remains the same as intro-
duced by Bongard et al. (2022):

Task Given a question with a possible correct an-
swer and a short introduction to the topic of
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the question, identify if the answer candidate
is correct or incorrect.

Although systems may use the analysis that is
provided in the training and development partitions
for enhancement, they should be able to produce
a prediction based on introduction, question and
answer candidate alone.

4.1 Evaluation methods

Due to the simplicity of the task itself, we consider
standard metrics to be best suited to evaluate the
submissions. We calculate the macro F1-score to
account for the dataset imbalance between correct
and incorrect answers. We evaluate the accuracy
as well as an additional point of comparison. The
F1-score is the relevant evaluation metric for the
competition ranking.

As a baseline, we provide a simple majority base-
line which predicts each answer as incorrect and
achieves an F1-score of 42.69%.

4.2 Organization

We setup the competition on the CodaLab plat-
form.1 Participants needed to register first and ac-
quire the dataset by filling out the required form
as agreed with the publisher of the book2. We sent
out the training and development partitions of the
dataset first. The practice phase of the competi-
tion was officially accessible from November 28th,
2023 to allow participants to get accustomed to the
submission platform and upload their scores for
the development set. The test partition was sent
out on January 9th, 2024 via email to those who
had previously requested the dataset. Between Jan-
uary 10th, 2024 and February 1st, 2024 (00:00:00
UTC), participants could upload up to 5 submis-
sions in total. After the end of the evaluation phase,
participants could still upload contrastive runs in
the post-evaluation phase with the same evaluation
script.

5 Participant systems

During the competition period, we received 59 re-
quests for the dataset. Of the 55 participants who
registered on the CodaLab platform, 20 submitted
results in the evaluation phase. We summarize and
evaluate the 14 teams that submitted system papers.

1https://codalab.lisn.upsaclay.fr/
competitions/14817

2https://github.com/trusthlt/
legal-argument-reasoning-task

Rank Participant Acc. F1

1 HW-TSC 0.8673 0.8231
2 MAINDZ 0.8265 0.7747
3 SU-FMI 0.8367 0.7728
4 qiaoxiaosong 0.8163 0.7644
5 UTSA-NLP 0.7959 0.7315
6 kubapok 0.7857 0.6971
7 LegalSense 0.7449 0.6599
8 hrandria 0.6939 0.6327
9 Yuan_Lu 0.6327 0.6000

10 PengShi 0.6735 0.5910
11 Mistral 0.5714 0.5597
12 Hwan_Chang 0.5918 0.5556
13 kriti7 0.6020 0.5511
14 woody 0.6633 0.5510
15 odysseas_aueb 0.6122 0.5143
16 SCaLAR Group,

NITK Surathkal
0.6224 0.4966

17 lhoorie 0.5000 0.4957
18 yms 0.7245 0.4827
19 U_201060 0.6633 0.4503
20 langml 0.4490 0.4375
21 majority baseline 0.7449 0.4269

Table 1: Official Leaderboard, counting the last submis-
sion made by a participant.

In addition to the descriptions, we present a brief
summary of the key features of the proposed sys-
tems in Table 3.

5.1 Leaderboard results

We allowed participants to make up to 5 submis-
sions in the evaluation phase to encourage them to
try out several approaches. For the official leader-
board, which is taken from CodaLab, only the last
valid submission is counted, resulting in the rank-
ing shown in Table 1. We have also created a leader-
board that counts the best submission instead of
the last one. This leaderboard variant is shown in
Table 2. The differences between the leaderboard
rankings are minimal. Both leaderboards are avail-
able on the competition webpage3.

5.2 System descriptions

The systems mostly rely on established LLMs
like GPT-4 (OpenAI, 2023), Llama (Touvron
et al., 2023a) or Llama 2 (Touvron et al., 2023b),
Mistral (Jiang et al., 2023) or Mixtral (Jiang

3https://trusthlt.github.io/semeval24/
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Rank Participant Acc. F1

1 HW-TSC 0.8673 0.8231
2 MAINDZ 0.8265 0.7747
3 SU-FMI 0.8367 0.7728
4 qiaoxiaosong 0.8163 0.7644
5 UTSA-NLP 0.8061 0.7341
6 kubapok 0.7857 0.6971
7 LegalSense 0.7449 0.6599
8 hrandria 0.6939 0.6327
9 PengShi 0.6837 0.6166

10 Yuan_Lu 0.6327 0.6000
10 Hwan_Chang 0.6735 0.6000
12 Mistral 0.5714 0.5597
13 kriti7 0.6020 0.5511
14 woody 0.6633 0.5510
15 SCaLAR Group,

NITK Surathkal
0.6429 0.5238

16 odysseas_aueb 0.6122 0.5143
17 lhoorie 0.5000 0.4957
18 yms 0.7245 0.4827
19 U_201060 0.6633 0.4503
20 langml 0.4490 0.4375
21 majority baseline 0.7449 0.4269

Table 2: Leaderboard, counting the best submission
made by a participant.

et al., 2024), Zephyr (Tunstall et al., 2023) or
Flan-T5 (Longpre et al., 2023). Other popular
models are Legal-BERT (Chalkidis et al., 2020),
RoBERTa (Liu et al., 2019), Longformer (Belt-
agy et al., 2020) and Big Bird (Zaheer et al.,
2020). Many teams explore different strategies
to prompt the LLMs, for instance using Chain-of-
Thought (Wei et al., 2022).

Rank 1: HW-TSC – Self-Eval? A Confi-
dent LLM System for Auto Prediction and
Evaluation for the Legal Argument Reasoning
Task (Zhao et al., 2024) This team uses different
GPT-4 prompt designs and strategies alongside a
self evaluation approach leveraging a confidence
score. Their best-performing system remodels the
task into a multiple-choice question answering task
and uses an ensemble of 3 runs. The authors’ exper-
iments show that prompting the LLM for a confi-
dence score improves the performance in all tested
settings. Their results also highlight that remodel-
ing the task into a multiple-choice question answer
task improves the performance significantly.

Rank 2: MAINDZ – CLUEDO - Choosing Legal
oUtcome by Explaining Decision through Over-
sight (Benedetto et al., 2024) This team took
an interesting approach by employing a two-stage
decision process. In the first step, an ensemble
of three models is fine-tuned with all available in-
formation (introduction, questions, answer cast as
multiple-choice task) and not only generates the
correct predictions, but also the explanations. In the
second step, these generated candidates are eval-
uated by another zero-shot system (a ‘detective’)
which chooses the final solution (given the labels
and the explanations).

Rank 3: SU-FMI – From BERT Fine-Tuning to
LLM Prompt Engineering - Approaches in Le-
gal Argument Reasoning (Krumov et al., 2024)
The authors experimented with a large number of
approaches, starting with fine-tuning BERT-based
models, adding external fine-tuning data, over to
utilizing commercial LLMs with prompt engineer-
ing. The best results were achieved by utilizing
GPT-4 and legal prompt engineering (prompts tai-
lored for legal reasoning tasks). This team also
provides a thorough comparison with other, partly
open-source models.

Rank 5: UTSA-NLP – Prompt Ensembling for
Argument Reasoning in Civil Procedures with
GPT4 (Schumacher and Rios, 2024) This team
uses the analysis part as a Chain-of-Thought mech-
anism in in-context learning. In particular, they
prompt GPT-4 which, given the intro, question, and
the answer candidate at test time, also generates the
analysis part and the final label. The final system is
an ensemble model combining several variants of
the base models. The authors also provide an error
analysis, showing that longer introductions tend to
confuse the models.

Rank 7: NLP at UC Santa Cruz – Legal An-
swer Validation using Few-Shot Multi-Choice
QA (Pahilajani et al., 2024) This team analyzed
several fine-tuning strategies based on BERT mod-
els, or the effects of integrating additional Case-
Hold data, but concludes that multi-choice QA few-
shot prompting on GPT-4 was the most effective
method in their experiments.

Rank 9: 0x.Yuan – Enhancing Legal Argument
Reasoning with Structured Prompts (Lu and
Kao, 2024) The team investigates several prompt-
ing strategies on Mixtral-8x7B in a zero-shot man-
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ner which make use of established legal reasoning
methodologies like the IRAC (Issue, Rule, Appli-
cation, Conclusion) analysis. The authors note that
prompt designs tailored to legal reasoning methods
outperform Chain-of-Thought strategies and direct
prompting.

Rank 10: YNU-HPCC – Regularized Legal-
BERT for Legal Argument Reasoning Task in
Civil Procedure (Shi et al., 2024) The approach
by this team employs fine-tuning of Legal-BERT
and other BERT models and overcomes the input
limitations by applying sliding window approaches.
On top of comparing several losses (Cross-Entropy,
Focal, Dice), they also compare the use of Regular-
ized Dropout and Supervised Contrastive Learning
for data augmentation and imbalances.

Rank 11: Mistral – Mistral 7B for argument
reasoning in Civil Procedure (Siino, 2024) This
team tested the pre-trained LLM Mistral-7B in a
zero-shot prompting manner to classify a given
question-answer pair.

Rank 13: Transformers – Legal Argument
Reasoning Task in Civil Procedure using
RoBERTa (Singhal and Bedi, 2024) The ap-
proach proposed by this team fine-tunes a pre-
trained RoBERTa model with all input fields avail-
able in the training data and further uses minority
sampling to counter the dataset imbalances.

Rank 14: ignore – A Legal Classification Model
with Summary Generation and Contrastive
Learning (Sun and Zhou, 2024) The team uses
a Legal-BERT classifier with a contrastive learn-
ing approach. They additionally shorten the intro-
duction text by summarizing it with GPT-3.5 and
augment the training data by concatenating parts
of the input in different ways. The authors note
that generative summarization proves feasible to
handle the introduction text and the contrastive loss
improves the robustness of the model.

Rank 15: Archimedes-AUEB – LLM explains
Civil Procedure (Chlapanis et al., 2024) This
team proposes extending the training data by syn-
thetic data generated by GPT-3, where the gen-
erated data resemble Chain-of-Thought reasoning.
The authors also fine-tune a student model, an open-
source Llama-2-7b, with QLoRA and provide an
expert-based analysis, which reveals some short-
comings in explanations of the models.

Rank 16: SCaLAR NITK – Towards Unsuper-
vised Question Answering system with Multi-
level Summarization for Legal Text (Prabhu
et al., 2024) The team tried various approaches
using Word2Vec, GloVe and Legal-BERT em-
beddings to identify the most likely answer in a
multiple-choice setup based on similarity scores.
Additionally, they employ a segment-wise summa-
rization of the introduction text with T5 and inves-
tigate the differences in similarity scores between
the summarized and original input. The approach
relies on open-source models and is reproducible.

Rank 17: eagerlearners – The Legal Argument
Reasoning Task in Civil Procedure (Sabzevari
et al., 2024) This team experimented with differ-
ent designs for prompting GPT-3.5, Gemini and
Copilot in a zero-shot manner. In additional exper-
iments, the authors find that among some BERT-
family models, a fine-tuned Legal-BERT exhibits
the best potential, outperforming Longformer and
Big Bird.

Rank 18: DUTh – A multi-task learning ap-
proach for the Legal Argument Reasoning
Task in Civil Procedure (Maslaris and Aram-
patzis, 2024) This team compared the Legal-
BERT model with a multi-task Flan-T5 model,
which eventually performed on par. The authors re-
lied mostly on fully open-source models and make
their approach reproducible.

6 Analysis

6.1 Error analysis

We take a closer look how individual instances in
the test set were classified. For this, we cluster the
instances by the chapter they appear in and sort the
chapters by the average performance (see Figure 2).
With the goal of identifying the questions that were
more challenging for the systems to answer, we
cross-check the chapter titles and content of the
best and worst-performing chapters. Chapters 6,
12, and 7 were the best-performing and cover the
topics “More Personal Jurisdiction: General In Per-
sonam Jurisdiction and In Rem Jurisdiction”, “Two
Ways to Run a Railroad: Substance and Procedure
After York, Byrd, and Hanna” and “More than an
Afterthought: Long-arm Statutes as a Limit on
Personal Jurisdiction”. Legal expertise would be
required to carefully assess why some chapters ap-
pear more difficult than others. Throughout our
analysis, we could not identify a clear common
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Figure 2: Prediction accuracy of all systems on all questions individually, grouped by the chapter the questions
appear in The Glannon Guide To Civil Procedure. The line indicates the average accuracy per chapter. The
alternating colors serve to delimit the individual chapters.

factor for difficult and easy instances. This can be
attributed to the small sample size of the test parti-
tion and the carefully designed questions. Please
refer to Table 5 for a full list of chapter titles.

Another important distinction is between
question-answer pairs with a correct answer and
those with an incorrect answer. As expected, be-
cause of the imbalance of the dataset, correct an-
swers were much harder to classify correctly, as
shown in Figure 3 (highlighted in green). On aver-
age, only 48.76% of these instances were classified
correctly by all participants. For incorrect answers,
76.25% were classified correctly.

6.2 Potentially leaked data points

Furthermore, we want to investigate the impact of
our potentially leaked data points. We compare the
performance on non-leaked questions to that on po-
tentially leaked questions in Figure 3 (indicated by
a red border) and find that the performance remains
almost identical for incorrect answers (76.69% for
leaked vs. 76.10% for non-leaked), but shows a
slight increase for correct answers (53.57% for
leaked vs. 46.50% for non-leaked).

Table 4 also displays the difference in the final
score that would result from removing potentially
leaked data points for each participant. While the
ranking may change for some teams, the gains and
losses are minimal and do not follow a discernible
pattern.

All in all, we could not detect a strong impact of
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Figure 3: Prediction accuracy of all instances in the test
set. Green instances mark questions-answer pairs with
a true answer. Indicated by red boxes are instances that
could have potential leakage of the question from the
dev set.

the potentially leaked data points. This could also
be due to the very limited use of fine-tunining or
training with the provided data, since many models
simply use zero-shot prompting or similar methods
that do not require the training data at all.

6.3 Findings

The best-performing systems all use GPT-4, ei-
ther with a double-checking mechanism (prompt-
ing more than once), tailoring the prompt to a legal
reasoning method, or using ensembling to achieve
optimal results. Domain-specific models, such as
the popular Legal-BERT, which were explored in
several approaches, are consistently outperformed
by systems using GPT-4 and could not demonstrate
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their advantages. The authors of some systems also
noted that task performance improved when the
task was remodeled as a multiple-choice task. Al-
though this was not prohibited, it undermines the
idea of the task and should be taken into account
in a potential future iteration. Lastly, additional
data was rarely used and did not contribute to the
best results. Although the focus of the best sub-
missions was on leveraging the power of LLMs,
the techniques used to acquire a label from the
prompts were creative, diverse and tailored to the
legal domain.

7 Conclusion

In this paper we presented an overview of Task 5 of
the SemEval-2024 competition, a task on argument
reasoning in civil procedure. The dataset and the
problems related to data leakage due to partitioning
were briefly outlined. The submitted systems were
described and summarized, and insights into the
achieved results were provided. The submitted so-
lutions indicate that LLMs, specifically GPT-4, are
surprisingly decent in handling argument reasoning
in civil procedure. Although Legal-BERT and other
older domain-specific models can still solve the
task to some extent, they are outperformed by a sig-
nificant margin. The average performance of older
or simpler techniques also suggests that this task is
a suitable benchmark for evaluating legal reasoning
in civil procedure. Although the top-performing
systems still have room for improvement, the sub-
mitted solutions demonstrate that performance can
be enhanced using various techniques. This task is
far from solved. A future iteration of this competi-
tion could also utilize the mostly unused analysis
field. This could alleviate the dataset’s shortcoming
of lacking traceable reasoning steps in the solution
to further boost the emphasis on the reasoning as-
pect of the task.

Limitations

In theory, the dataset should not have leaked to a
large language model yet, because the book is not
freely available online. Consequently, the dataset
should contain mostly new and unseen questions
for the NLP community, while also having limited
risk of leakage into a large language model. How-
ever, especially because of the use of closed LLMs
and the lack of knowledge about the training cor-
pora used for them, we can not be entirely sure that
our dataset has not been seen by the LLMs used in

the systems.
Although some of the answers to the questions

can be argued about and might even be outdated in
terms of applicable laws and statutes (the basis for
the dataset is the 4th edition of the book), we can
consider them correct, because they were answered
by an expert – the author of the book.
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A Participants systems

# Team LLM Prompting Fine-
tuning

Inputs +Data MC

1 HW-TSC GPT-4 custom – Q, A, E – !

2 MAINDZ Flan T5 XXL,
Llama 13B, Zephyr
7B, Mistral 7B,
GPT-4

zero-shot ! Q, A, E –/! !

3 SU-FMI GPT-4 custom – Q, A, E – –
5 UTSA-NLP GPT-4 CoT – Q, A, E – –
7 UC Santa Cruz GPT-4 zero-shot – Q, A, E –/! !
9 0x.Yuan Mixtral-8x7B CoT – Q, A, E – –

10 YNU-HPCC Legal-BERT – ! Q, A, E – –
11 Mistral Mistral 7B Instruct zero-shot – Q, A – –
13 Transformers RoBERTa – ! Q, A, E, An. – –
14 ignore Legal-BERT, GPT-

3.5
– ! Q, A, E, An. – –

15 Archimedes-
AUEB

GPT
family,
Llama2
7B

CoT ! Q, A, E – –

16 SCaLAR
NITK

Legal-BERT, T5 – – Q, A, E – !

17 eagerlearners Longformer,
Big Bird, Legal-
RoBERTa, GPT-
3.5, Gemini,
Copilot

CoT,
zero-shot

! Q, A, E – –

18 DUTh Legal-BERT, Flan T5 – ! Q, A, E – –

Table 3: Summarized features of the submitted systems.
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B Leaderboard accounting for leaked
data points

Rank Participant F1 Diff

1 SU-FMI 0.8143 0.0415
2 HW-TSC 0.7829 -0.0403
2 MAINDZ 0.7829 0.0082
4 qiaoxiaosong 0.7535 -0.0109
5 UTSA-NLP 0.7464 0.0149
5 kubapok 0.7464 0.0493
7 hrandria 0.6048 -0.0279
8 LegalSense 0.6019 -0.0580
8 odysseas_aueb 0.6019 0.0875

10 Mistral 0.5824 0.0227
11 Hwan_Chang 0.5750 0.0195
12 PengShi 0.5594 -0.0316
13 kriti7 0.5177 -0.0335
14 Yuan_Lu 0.5127 -0.0873
15 yms 0.5071 0.0244
16 lhoorie 0.5007 0.0050
17 woody 0.4970 -0.0541
18 SCaLAR Group,

NITK Surathkal
0.4779 -0.0187

19 langml 0.4510 0.0135
20 majority baseline 0.4320 0.0051
21 U_201060 0.4283 -0.0219

Table 4: Performance of the systems on data points that
have not potentially leaked from dev, compared to the
original score with potentially leaked data points.
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C The Glannon Guide to Civil Procedure
– Chapters

Chapter Title

3 Federal Claims and Federal Cases
4 Removal Jurisdiction: The Defendant Chooses the Forum
5 Personal Jurisdiction: Myth and Minimum Contact
6 More Personal Jurisdiction: General In Personam Jurisdiction and In Rem Jurisdiction
7 More than an Afterthought: Long-arm Statutes as a Limit on Personal Jurisdiction
8 Home and Away: Litigating Objections to the Court’s Jurisdiction
9 Due Process and Common Sense: Notice and Service of Process

10 Venue and Transfer: More Limits on the Place of Suit
11 State Law in Federal Courts: Basics of the Erie Doctrine
12 Two Ways to Run a Railroad: Substance and Procedure After York, Byrd, and Hanna
13 The Scope of the Action: Joinder of Claims and Parties Under the Federal Rules
14 Of Hooks and Nuclei: Supplemental Jurisdiction over State Law Claims
15 Sufficient Allegations: Pleading Under the Federal Rules
16 Change over Time: Amending the Pleadings Under Rule 15
17 Never Forget Rule 11: Representations to the Court
18 Technicalities, Technicalities: Pre-answer Motions Under the Federal Rules
19 Probing to the Limits: The Scope of Discovery Under the Federal Rules
20 The Basic Tools of Discovery in Federal Court
21 Dispositive Motions: Dismissal for Failure to State a Claim and Summary Judgment
22 Judgment as a Matter of Law in the Federal Courts
23 Second Time Around: The Grounds and Procedure for Motions for New Trial
24 The Quest for Finality: Claim Preclusion Under the Second Restatement of Judgments
25 Collateral Estoppel, Issue Preclusion, Whatever

Table 5: Chapter titles
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