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Abstract

This paper describes our approach for SemEval-
2024 Task 4: Multilingual Detection of Per-
suasion Techniques in Memes. Specifically,
we concentrate on Subtask 2b, a binary clas-
sification challenge that entails categorizing
memes as either “propagandistic” or “non-
propagandistic”. To address this task, we uti-
lized the large multimodal pretrained model,
LLaVa. We explored various prompting strate-
gies and fine-tuning methods, and observed that
the model, when not fine-tuned but provided
with a few-shot learning examples, achieved
the best performance. Additionally, we en-
hanced the model’s multilingual capabilities by
integrating a machine translation model. Our
system secured the 2nd place in the Arabic lan-
guage category.

1 Introduction

Research of online misinformation is growing
(Chaudhari and Pawar, 2021) as fake news and pro-
pagandistic content spreads further and replaces
more real news on social media, detrimentally
impacting society, including loss of lives, loss
of health and economic loss (Muhammed T and
Mathew, 2022). A common online propaganda
format is a meme, where text and image(s) are
combined to share a message, often political (Guo
et al., 2020). This paper describes SheffieldVer-
aAI’s approach for SemEval 2024 Task 4 Subtask
2b, involving detecting the presence of persuasion
technique(s) within memes, a binary visual/textual
classification task (Dimitrov et al., 2024). The pre-
vious research on this task including (Feng et al.,
2021) (Tian et al., 2021) (Li et al., 2021) used non-
autoregressive encoder representation techniques,
using models such as BERT (Devlin et al., 2018)
or RoBERTa (Liu et al., 2019), fused with a vision
representation model such as ResNet (He et al.,
2015).

Unlike the previous research, we experimented
with a different approach to use and train an auto-
regressive vision-language model that receives im-
age and text as input, outputting text only. Prompt-
ing the model with a meme and expecting the
model to generate a classification output. Specif-
ically, we use the LLaVa-1.5 model (Liu et al.,
2023a), which directly projects an image encod-
ing into tokens computed as text tokens by an
LLM. This technique allows us to utilise the LLMs’
"knowledge" of persuasion techniques they have
learnt through massive pre-training and explained
outputs through prompting, improving the model’s
interoperability and error analysis.

1.1 Contributions

• Show that a pre-trained auto-regressive large
visual language model can be prompted for
binary persuasion classification.

• Show that prompting with translated text is a
viable method, achieving 2nd place in the Ara-
bic leaderboard, using an English-only model.

2 Background

Previous SemEval tasks have looked
at this problem of online misinforma-
tion/persuasion/propaganda:

• SemEval 2020 Task 11 - "Detection of
Propaganda Techniques in News Articles"
(Martino et al., 2020). This task involved
span and technique investigation on text-only
news articles.

• SemEval 2021 Task 6 - "Detection of Per-
suasion Techniques in Texts and Images"
(Dimitrov et al., 2021). The first task relating
to persuasion techniques involved a subtask
with images, which required classifying pro-
paganda techniques within memes.
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• SemEval 2023 Task 3 - "Detecting the
Genre, the Framing, and the Persuasion
Techniques in Online News in a Multi-
lingual Setup" (Piskorski et al., 2023). This
task is similar to SemEval 2020 Task 11,
which contains no visual content or news ar-
ticles while adding genre and framing detec-
tion.

This theme of persuasion technique detection
is prominent in recent years of SemEval, with the
most similar task being SemEval 2021 Task 6 Sub-
task 3, which involved visual and textual persua-
sion techniques in memes.

2.1 Task Description
In this work, our focus is on Subtask 2b, which
aims to determine whether at least one persuasion
technique is present in the meme or no technique
is present. This task provides both the original
image and the text transcriptions. The detailed data
structure is outlined as follows:

• unique id of the sample. e.g. 12345

• The image of the meme, an example can be
found in Figure 1

• A transcription of text within the image con-
tent of the meme. For example: ‘‘GIVE A
THUMBS UP IF YOU\\nSTILL SUPPORT
TRUMP\\n”

• A label which is either propagandisitic or
non-propagandistic. A meme is propagan-
distic if it contains one or more of the 22 per-
suasion techniques defined by the task organ-
isers.

The language of the meme and transcription is
either English, Bulgarian, North Macedonian or
Arabic. The language of the meme and transcrip-
tion always match.

3 System Overview

Our system follows these steps:

1. Fine-tune LLaVa with LoRA (Hu et al., 2021)
using pre-processed English training data.
(Optional; our final system is untrained).

2. Translate Bulgarian, North Macedonian and
Arabic transcriptions to English using NLLB
(Team et al., 2022).

Figure 1: Example of a propagandistic image from the
task

3. Prompt LLaVa for binary classification of per-
suasion techniques, giving a few-shot exam-
ple.

3.1 LLaVa

Figure 2: Diagram of LLaVa 1.5 architecture, modelled
from original paper (Liu et al., 2023b).

The model we use for this task is called LLaVa
(Large Language and Vision Assistant) (Liu et al.,
2023b) (Liu et al., 2023a). We are using the
13B parameter version of LLaVa-1.5. We use
the original author’s public code, available on
GitHub1, for training and inference. LLaVa is an
English-only end-to-end fine-tuned Large Vision-
Language Model (LVLM) trained on Chat-GPT4
(OpenAI, 2023) generated instruction-following
data. It handles image inputs using a trained pro-
jection, a multi-layer perceptron (MLP) in LLaVa-

1https://github.com/haotian-liu/LLaVA
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1.5, that projects image features from a CLIP en-
coder (Ramesh et al., 2022) into the word embed-
ding space of an LLM, Vicuna-13B (Chiang et al.,
2023). We experiment with prompting LLaVa for
binary classification with a meme image and other
information that could improve the models’ per-
formance and fine-tune the model using the train-
ing set for the task. We fine-tune the model using
LoRA, a widely used training technique for reduc-
ing the number of trainable parameters. We use
LoRA to reduce training time and required GPU
memory.

3.2 Machine Translation

For the three unseen languages (Bulgarian, North
Macedonian and Bulgarian), that are part of the test
set, we use the machine translation model NLLB,
as this model can translate English into all three
unseen languages and is trained at sentence-level
which matches the short form text within memes.
As LLaVa is English only, we will translate all non-
English transcriptions from the test set into English
and use these as inputs for LLaVa, allowing LLaVa
still to see the visual content of the original meme
while receiving text input it understands.

4 Experimental Setup

4.1 Data processing

The dataset provided was split into 3 sets: 1200
training, 150 validation and 300 unlabeled develop-
ment examples used for early testing and a leader-
board available before the test set was released.
These splits were entirely in English. The final
test set contained 600 memes in English, 100 in
Bulgarian, 100 in North Macedonian and 160 in
Arabic. We used the training set for fine-tuning
our model, the validation set for finding the best
prompts for our model, and the development set to
get our results when the labels were released.

To preprocess the data, we removed all new lines
and non-Latin characters from English and trans-
lated all non-English text from the test set into
English before inputting them into the model.

4.2 Hyperparameters

The two hyperparameters we experimented with
were the LoRA parameters rank (r) and α. r con-
trols the trainable parameters for fine-tuning, and
α is a scaling parameter that affects how much
the LoRA adaption weights affect the base model

weights. We experimented with every combination
of the following values

• r - [8, 16]

• α - [4, 8, 16, 32]

We did experiment with numbers outside this range,
but they only worsened the model’s performance.
We trained the model for 1 epoch, using a single
80GB A100 GPU. We used Python 3.10.13 and the
Hugging Face models liuhaotian/llava-v1.5-13b2

and facebook/nllb-200-3.3B3.

4.3 Prompting
We experimented with different prompting tech-
niques. We report the results in Table 1. We tested
each technique using the development set as fol-
lows:

• Basic Prompt:

USER: <image>\n
Does this meme contain any propa-
gandistic or persuasive techniques?
Answer with "yes" or "no"\n
ASSISTANT:

• Meme Text Included:

USER: <image>\n
This meme contains the text: <text>.
Does this meme contain any propa-
gandistic or persuasive techniques?
Answer with "yes" or "no"\n
ASSISTANT:

• Persuasive/Propaganda:
Here, we experimented with using different
words for the techniques.

USER: <image>\n
This meme contains the text: <text>.
Does this meme contain any <propa-
ganda/persuasive> techniques? An-
swer with "yes" or "no"\n
ASSISTANT:

• Examples of Persuasion techniques:
Here we experiment by providing an example
of some persuasion techniques. We tested
every combination of 1-5 persuasion tech-
niques from subtask 2b and found the follow-
ing prompt to perform the best.

2https://huggingface.co/liuhaotian/llava-v1.5-13b
3https://huggingface.co/facebook/nllb-200-3.3B

2053



USER: <image>\n
You are tasked with detecting the
presence of propaganda techniques
in memes. Examples of propaganda
techniques are: [Black-and-white
Fallacy/Dictatorship, Doubt, Slo-
gans, Appeal to authority, Band-
wagon] This meme contains the
text: <text>. Does this meme con-
tain any propaganda techniques?
Answer with just "Yes" or "No" \n
ASSISTANT:

• Few-shot example prompt: We experi-
mented with providing an example of a pro-
pagandistic meme within the prompt, hoping
to improve the model’s classification perfor-
mance. We could only give the model the
transcription from a propagandistic meme, as
the LLaVa model was only trained to receive
one input image.

USER: <image>\n
You are tasked with detecting
the presence of propaganda tech-
niques in memes. Some but not
all examples of propaganda tech-
niques are: [Black-and-white Fal-
lacy/Dictatorship, Doubt, Slogans,
Appeal to authority, Bandwagon].
For example, a meme that contains
the text: [American democracy and
the Soviet system may peacefully
exist side by side and compete with
each other. But one cannot evolve
into the other. (J. Stalin)] contains
propaganda techniques. This meme
contains the text: [<Meme Tran-
scription>]. Does this meme con-
tain any propaganda techniques?
Answer with just "Yes" or "No".\n
ASSISTANT:

We use this final prompt when testing and fine-
tuning our model. For fine-tuning, we pair
it with a desired output of yes if the meme
is propagandistic and no otherwise. Before
evaluating the models, we convert yes and no
back to their corresponding labels.

5 Results

Table 2 presents the results of fine-tuning our model
on training data and testing it on the development

Technique Macro-F1
Basic Prompt 0.42
Meme Text Included 0.45
Persuasive 0.50
Propagandistic 0.60
Example techniques 0.65
Few-shot example 0.66

Table 1: Results from using different prompting tech-
niques. The best results are marked as bold
.

r α Macro-F1 Micro-F1
16 32 0.62 0.73

16 0.60 0.72
8 0.53 0.70
4 0.54 0.70

8 32 0.65 0.74
16 0.61 0.72
8 0.50 0.70
4 0.57 0.71

Untrained 0.69 0.75

Table 2: Results on the dev set from our standard train-
ing strategy. Best results are marked as bold.

set. As reported, fine-tuning using our experi-
mental setup only worsened the model’s perfor-
mance, so we chose the untrained baseline LLaVa-
1.5 model for submission using the test set.

Table 3 presents the final results for the leader-
board for our attempt at the task. Our worst per-
forming result was in the English language. How-
ever, we performed better in the unseen languages,
with our best result being 2nd place in Arabic.

5.1 Error Analysis

Figure 3 shows a confusion matrix for the untrained
model on the development set. We can see that by
proportion, it made more errors predicting propa-
gandistic memes as non-propagandistic than other-
wise.

By prompting the model, we can "ask" the model
why it made a classification for any meme, which
increases the explainability and error analysis capa-
bilities of a model like this. We provide output ex-
planations for two examples where it predicts pro-
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Final Submission
Language Macro-F1 Place
English 0.64 15
Bulgarian 0.54 8
North Macedonian 0.46 10
Arabic 0.61 2

Table 3: Subtask 2b results from the final submission,
with placement in the leaderboard for each language.

Figure 3: Confusion Matrix of untrained LLaVa on the
dev set.

pagandistic (P) as propagandistic (NP) and where
it predicts NP as P.

• Classifying P as NP - Dev Set ID 28493:

"The meme does not contain any
of the propaganda techniques listed.
It is a simple image of two men
shaking hands, with a caption that is
not promoting any particular ideol-
ogy or using any manipulative tech-
niques. The meme is not trying to
persuade or influence the viewer’s
opinion, but rather it is simply pre-
senting a visual representation of
a positive interaction between two
individuals."

The original meme requires context about Rus-
sian President Vladimir Putin’s relationship
with intergovernmental forum G20, which the
model fails to recognise. It claims the meme
doesn’t contain any of the propaganda tech-
niques listed. This is likely referring to the
example persuasion technique provided in the

original prompt, which the model may be con-
fusing for the only persuasion techniques to
look for.

• Classifying NP as P - Dev Set ID 45439:

"Yes, this meme contains a propa-
ganda technique called "Slogans."
The meme is promoting a politi-
cal message, specifically advocat-
ing for expanding the court. The use
of the hashtag WENEEDNINE and
the phrase "Expand the Court" are
examples of slogans that aim to in-
fluence public opinion and support
for the political cause. Slogans are
often used in propaganda to create
a memorable and catchy phrase that
can be easily shared and repeated,
thus increasing the reach and im-
pact of the message."

Although the meme does contain slogans in
its image, they aren’t part of the message and
joke of the meme; the slogans are there be-
cause the meme is about a politician who hap-
pens to be photographed standing behind a
slogan. However, the model fails to make this
distinction.

6 Conclusion

We have presented our system for SemEval 2024
Task 4 Subtask 2b. We prompted and fine-tuned
an auto-regressive large visual language model and
showed that LLaVa can be used for non-English
persuasion technique detection in memes through
improved prompting and machine translation, with
our best ranking being 2nd on the Arabic leader-
board. We experimented with different techniques
for prompting to discover which produced the best-
performing output. We also analysed the type of
errors LLaVa can produce when classifying memes,
showing how this model can easily be prompted for
explainability. Further work is required to improve
training LVLMs for this task, as we could not see
improvements through fine-tuning.
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