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Abstract

This paper describes our system used in
the SemEval-2024 Task 9 on two sub-tasks,
BRAINTEASER: A Novel Task Defying Com-
mon Sense. In this work, we developed a
system SHTL, which means simulate human
thinking capabilities by Large Language Model
(LLM). Our approach bifurcates into two main
components: Common Sense Reasoning and
Rationalize Defying Common Sense. To mit-
igate the hallucinations of LLM, we imple-
mented a strategy that combines Retrieval-
augmented Generation (RAG) with the the
Self-Adaptive In-Context Learning (SAICL),
thereby sufficiently leveraging the powerful lan-
guage ability of LLM. The effectiveness of our
method has been validated by its performance
on the test set, with an average performance on
two subtasks that is 30.1 higher than ChatGPT
setting zero-shot and only 0.8 lower than that
of humans.

1 Introduction

Human reasoning processes comprise two types
of thinking: vertical and lateral. Vertical think-
ing, also known as linear, convergent, or logical
thinking, is a sequential analytical process that is
based on rationality, logic, and rules. Meanwhile,
lateral thinking is a divergent and creative process
that involves looking at a problem from a new per-
spective and defying preconceptions.The success
of language models has inspired the natural lan-
guage processing community to attend to tasks
that require implicit and complex reasoning, re-
lying on human-like Common Sense mechanisms.
While such vertical thinking tasks have been rel-
atively popular, lateral thinking puzzles have re-
ceived little attention. Recently, the team led by
Yifan Jiang proposed Task 9 for SemEval-2024,
named "BRAINTEASER: A Novel Task Defying
Common Sense," (Jiang et al., 2023)(Jiang et al.,
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2024) aimed at addressing this gap, it was a task
on a pure English dataset, testing models’ ability to
demonstrate lateral thinking and challenge default
common sense associations. This shared task ex-
plores methods to improve models’ lateral thinking
capabilities.

In this paper, we introduce our entries into two
BRAINTEASE subtasks. Inspired by recent re-
search on using LLM to design Agents (Xi et al.,
2023), our approach leverages an LLM to architect
a system that adeptly simulates the intricacies of
human divergent thinking processes. Specifically,
our model capitalizes on the advanced linguistic
capabilities inherent within the LLM, thereby obvi-
ating the need for supplementary training protocols.
This strategy enables our system to demonstrate
commendable performance across both targeted
subtasks.

Furthermore, we also focus on the issue of hal-
lucinations in LLM. LLM can sometimes gener-
ate erroneous or highly inaccurate responses. The
tendency for LLM to produce these hallucina-
tions becomes particularly noticeable when con-
fronted with such phenomena in our investigations.
To solve this problem, we draw inspiration from
RAG (Lewis et al., 2020) strategies. We also dis-
cover that the performance of LLM can vary greatly
depending on the specific prompt words used. As a
result, we develop several sets of prompt words and
ultimately select the set that achieved the highest
performance on our validation tests.

Our method achieves competitive results on
SemEval-2024 task 9, ranking well on all tasks,
especially on more fine-grained classification tasks.
Our method far exceeds the performance of Chat-
GPT, and on the officially provided test set, there
is only a slight gap with the results of human eval-
uation.
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Question Choice

A man shaves everyday, yet keeps his beard long.

He is a barber.
He wants to maintain his appearance.
He wants his girlfriend to buy him a razor.
None of the above.

What part of London is in France?

The letter N.
The letter O.
The letter L.
None of the above.

Table 1: Example of sentence puzzle and word puzzle.

Adversarial Strategy Question Choice

Orignal A man shaves everyday,
yet keeps his beard long.

He is a barber.
He wants to maintain his appearance.
He wants his girlfriend to buy him a razor.
None of the above.

Semantic
Reconstruction

A man preserves a lengthy beard
despite shaving every day.

He is a barber.
He wants to maintain his appearance.
He wants his girlfriend to buy him a razor.
None of the above.

Context
Reconstruction

Tom attends class every day
but doesn’t do any homework.

He is a teacher.
He is a lazy person.
His teacher will not let him fail.
None of the above.

Table 2: Example of semantic reconstruction and context reconstruction.

2 Task Description

The BRAINTEASER QA task consists of two sub-
tasks, sentence puzzles and word puzzles, as shown
in Table 1. It requires awareness of common sense
"default values" and covering them with uncon-
ventional thinking that distinguishes these default
values from hard constraints.
Sentence Puzzle: Sentence-type brain teaser where
the puzzle defying common sense is centered on
sentence snippets.
Word Puzzle: Word-type brain teaser where the
answer violates the default meaning of the word
and focuses on the letter composition of the target
question

It is worth noting that both tasks include an ad-
versarial subset, created by manually modifying
the original brain teasers without changing their
latent reasoning path. In order to accurately eval-
uate the reasoning ability of our proposed system
and ensure that it truly possesses lateral thinking
ability, this task constructs adversarial versions of
the original data in two ways:
Semantic Reconstruction: Rephrasing the original
question without changing the correct answer and
the distractors, as showing in table 2.
Context Reconstruction: Keeping the original rea-
soning path but changing both the question and the
answer to describe a new situational context.

Finally, the task also proposes two evaluation

metrics to ensure the accuracy of the system in
both the overall test set and each adversarial subset.
These two evaluation indicators are described as
follows:

Instance-based Accuracy: Consider each issue
(original/adversarial) in the test set as a separate
instance to test the overall accuracy of the system’s
output on the test set.

Group-based Accuracy: Each question and its
associated adversarial instances form a group, and
a system will only receive a score of 1 when it
correctly solves all questions in the group.

3 Methodology

We propose a system that simulates human lateral
thinking patterns, which consists of two stages.
During the first stage, our system engages in a
simulation of how humans typically read and inter-
pret Brainteaser question stems. The aim here is to
check the question stems meticulously, intending
to pinpoint specific elements that appear to contra-
vene established common sense norms. The second
stage is to combine the parts that violate common
sense with four options for thinking, find the op-
tion that can "resolve" the parts that defy common
sense, and use it as the final answer. The overall
architecture of the system is shown in Figure 1.
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Figure 1: The overall architecture of our proposed system

3.1 Common Sense Reason
In this stage, we use a LLM as the core to conduct
common sense reasoning. We input Brainteaser’s
problem directly into LLM and use LLM’s pow-
erful language ability to infer the unreasonable as-
pects of the problem. At the same time, in order
to suppress the hallucination problem of LLM, we
design two modules, namely the RAG module and
the SAICL module.

3.1.1 Retrieval Augmented Generation
The RAG module integrates deep learning technolo-
gies such as Retrieval and Generation. This module
is designed to enhance the LLM’s understanding
of input questions by retrieving relevant informa-
tion from a vast array of unstructured documents as
well as structured knowledge graphs, specifically
for Brainteaser questions, in order to produce more
accurate, richer, and more relevant Defying Com-
mon Sense Reasoning. The workflow of the RAG
module includes the following two steps:
Retrieval Phase: Retrieve relevant information
from a large number of unstructured documents
and structured knowledge graphs according to the
given Brainteaser problem.
Integration Phase: The retrieved information snip-
pets are then integrated and merged to be effectively
utilized by the generation model. This includes re-
ordering, filtering, or encoding the retrieval results
to better suit the subsequent generation tasks.

3.1.2 Self-Adaptive In-Context Learning
We are inspired by Wu et al. (Wu et al., 2023)
and develop a SAICL module.The SAICL module
adaptively selects better In Context example data
from the training set for each Brainteaser problem
to improve the effectiveness of In Context Learning.
The workflow of the SAICL module also consists
of two phases:

Selection Phase: Using the top-K method, search
for the K question and its options and answers
that are closest to the Brainteaser question in the
semantic space.
Sorting Phase: Using the Minimum Description
Length (MDL) principle to find an organization
that minimizes the compressed encoding length of
the output given the input and context. This can be
represented by equation (1):

c∗ = argmin
c∈C

Lθ(y | c,x) + L(θ), (1)

where each c represents one possible organization
of examples. Lθ(y | c,x) is the code-length re-
quired to compress and transmit testing label y
given the organization c and testing input x. L(θ) is
the code-length required to describe the model, and
it can be calculated in the following equation (2):

Lθ(y | c,x) ≈ −Eq(yi|Y ) log2 p (yi | c,x) , (2)

where q (yi | Y ) is the prior of yi among all possi-
ble labels Y . Through the above calculation, fur-
ther select a suitable subset from the K examples
selected in the previous phase as the context exam-
ples for Brainteaser, combine them with the output
of the RAG module, and input them into LLM.

By combining these two modules with the pow-
erful language capabilities of LLM, we can derive
reasonable yet contradictory common sense reason-
ing from the Brainteaser problem. For example,
when our question is: "How could a cowboy ride
into town on Friday, stay two days, and ride out on
Wednesday?" We will gain some common sense
reasoning as follows:

• Cowboy rides into town on Friday.
• Cowboy stays in town for two days.
• Cowboy rides out on Wednesday.
• Sunday is two days after Friday.

In this way, we can clearly see the defying com-
mon sense part in the Brainteaser question.
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3.2 Rationalize Defying Common Sense

At this stage, we combine the conflicting reasoning
obtained in the previous stage with the first three
options of Brainteaser. This fusion is achieved
through the careful design of specific prompt words,
which are crafted with the express purpose of eval-
uating whether any of these three preliminary op-
tions possess the capability to logically reconcile
the previously identified conflicting reasoning.

For example, in the example given in section 3.1,
the option: "His horse is named Wednesday" can
effectively solve the Defying Common Sense part
inferred from the Common Sense Reason. So it is
the correct answer.

But, it is crucial to highlight that in instances
where none of the first three options succeeds in
producing a satisfactory rationale that effectively
addresses the contradictory reasoning, our model
is programmed to adopt a fallback strategy. In such
scenarios, the model is designed to automatically
select the fourth option, aptly labeled "None of
above". This decision-making protocol ensures that
our model retains the flexibility to understand situ-
ations where the presented options fail to provide a
coherent resolution to the discrepancies identified,
thereby maintaining the integrity of our analytical
process. This strategic approach underscores the
meticulousness with which our system evaluates
the available options, ensuring a comprehensive
and reasoned determination of the most appropri-
ate response.

4 Experimental Setup

In this section, we introduce our system settings,
and baseline model.

4.1 System Settings

In the RAG module of our system SHTL, we ini-
tially remove the stop-words from the original
Brainteaser question, then use ConceptNet to re-
trieve the meanings and relationships of the remain-
ing parts, followed by deduplication and sorting
based on relevance to the question. Subsequently,
we design appropriate prompt words to concate-
nate them. In the SAICL module, during the search
phase, we utilize the Bert model to obtain feature
vectors for each question in the training set. In the
vector space, we compare these vectors with the tar-
get question’s feature vector using cosine similarity,
selecting the ten most similar entries. During the
ranking phase, we follow the method of the origi-

nal paper (Wu et al., 2023),randomly select eight
entries, extracting them sixteen times, and then
calculate the score for each combination obtained
from these extractions according to Section 3.1.2.
We then select the best combination and use appro-
priate prompts to link them. At the end of the first
stage, we use appropriate prompts to combine the
results from both the RAG and SAICL modules
with the original Brainteaser question and input
them into ChatGPT, obtaining Defying Common
Sense. This is then combined with the options of
the Brainteaser question using appropriate prompts
and input into ChatGPT to derive the best answer.

4.2 Baseline
Our baseline models are categorized into three
types: one consists of Large Language Models with
a minimal number of prompts, another incorporates
models endowed with common sense knowledge,
and finally, human evaluation.
Prompted Models:

We evaluate the instruction-finetuned LLMs in
few-shot setting:
• ChatGPT It is one of the publicly available state-
of-the-art Large Language Models in the GPT se-
ries (Brown et al., 2020).
• T0 (Sanh et al., 2022) It is an LLM trained
through multi-task instruction tuning, possessing
strong zero-shot generalization capabilities.
• FlanT5 (Chung et al., 2022) It is an enhanced
version of T5 (Raffel et al., 2020).

To ensure a fair comparison with human perfor-
mance, when prompting ChatGPT in a zero-shot
setting, we add a description indicating that the
question is a brain teaser requiring creative think-
ing for its resolution. For the other models, we
employ the same instruction templates found in
their training datasets.
Common Sense Models:

To understand the impact of common sense
knowledge on our task, we evaluate the following
models enhanced with common sense:
• RoBERTa-L (CSKG) (Ma et al., 2021) It is a
model fine-tuned on synthetic QA pairs generated
from various Common Sense Knowledge Graphs
(CSKG) (Ilievski et al., 2021).
• CAR(Wang et al., 2023) It is a model finetuned
in a similar pipeline as (Ma et al., 2021) but with
enhanced negative sampling strategy and reportedly
superior performance.

For reference, we also include the native
RoBERTa model (Liu et al., 2019) to understand
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Category Model Instance-based Group-based overallOriginal Semantic Context Ori & Sem Ori & Sem & Con
Random 25.8 24.2 22.5 5.0 2.5 25.0

Sentence Puzzle

Prompted
Models

FlanT5(780M) 18.7 16.3 22.0 10.5 4.3 19.0
FlanT5(3B) 26.8 25.4 35.4 20.1 12.9 29.2
FlanT5(11B) 33.5 31.6 36.8 22.0 11.0 34.0

T0(11B) 22.0 22.0 29.7 16.3 11.0 24.6
T0P(11B) 23.9 22.5 34.9 17.7 12.0 27.1

T0PP(11B) 26.3 27.3 37.8 19.1 12.0 30.5
ChatGPT 60.8 59.3 67.9 50.7 39.7 62.7

Common
Sense

Models

RoBERTa-L 43.5 40.2 46.4 33.0 20.1 43.4
RoBERTa-L(CSKG) 35.4 36.8 45.0 28.7 18.2 39.0

CAR 10.5 10.5 11.5 5.7 2.4 10.9
Human 87.5 90.0 95.0 87.5 87.5 90.8
SHTL 90.0 90.0 87.5 90.0 87.5 89.2

Word Puzzle

Prompted
Models

FlanT5(780M) 22.6 17.7 28.7 9.1 3.7 23.0
FlanT5(3B) 37.8 29.9 42.7 23.2 12.8 36.8
FlanT5(11B) 42.7 32.9 43.9 28.7 20.1 39.8

T0(11B) 17.1 14.0 23.2 9.8 6.1 18.1
T0P(11B) 28.7 26.2 34.2 19.5 12.8 29.7

T0PP(11B) 33.5 31.1 39.6 20.1 11.0 34.8
ChatGPT 56.1 52.4 51.8 43.9 29.3 53.5

Common
Sense

Models

RoBERTa-L 19.5 19.5 23.2 14.6 6.1 20.7
RoBERTa-L(CSKG) 18.9 16.5 30.5 12.8 6.1 22.0

CAR 38.4 31.1 20.1 26.2 6.1 29.2
Human 84.4 87.5 90.6 84.4 84.4 87.5
SHTL 90.6 93.8 78.1 90.6 68.8 87.5

Table 3: Main zero-shot results over two BRAINTEASER subtasks across all models in all metrics, "Ori" is Original,
"Sem" is Semantic and "Con" is Context. The best performance among all models is in bold.

the impact of common sense knowledge.
Human Evaluation:

We recruit four volunteers who are completely
unfamiliar with our task to help us test the test set,
and take the average of their results as the human
test result.

5 Results and Analysis

The final results of our experiments are presented
in Table 3. As can be seen from Table 3, the out-
comes of the majority of Prompted Models as well
as Common Sense Models are essentially random,
and some are even below random performance.
It is noteworthy to mention the ChatGPT model,
which achieves a score of 62.7 in Sentence Puz-
zles and 53.5 in Word Puzzles, making it the best-
performing model aside from Humans and our sys-
tem, SHTL. From the evaluation results of Humans,
it is evident that for both Sentence Puzzles and
Word Puzzles, the Human Evaluation scores for
Ori & Sem and Ori & Sem & Con were identical,
indicating that human lateral thinking capabilities
are remarkably stable and unaffected by the Adver-
sarial Subset. Finally, our proposed system, SHTL,
can surpass Human performance in most categories,
with an average score in the two subtasks that is

only 0.8 lower than that of Humans. This signif-
icantly exceeds the performance achieved using
ChatGPT alone, suggesting that the latent linguis-
tic capabilities of LLMs need to be further explorer
appropriately.

6 Conclusion

In this paper, we introduce a lateral thinking sys-
tem named SHTL, designed to simulate human
lateral thinking capabilities for solving brain teaser
questions. The system is divided into two stages.
The first stage focuses on common sense reasoning,
primarily comprised of the RAG module and the
SAICL module, which are interconnected through
appropriate prompt words to generate instances of
defying common sense. The second stage involves
identifying the correct options to rationalize the
defying common sense generated in the previous
stage. This system achieves competitive results,
significantly outperforming the ChatGPT setting
in a zero-shot scenario, and its performance on the
test set is close to that of human evaluation.
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