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Abstract

Headline Generation is an essential task in
Natural Language Processing (NLP), where
models often exhibit limited ability to accu-
rately interpret numerals, leading to inaccura-
cies in generated headlines. This paper intro-
duces CoT-NumHG, a training strategy lever-
aging the Chain of Thought (CoT) paradigm
for Supervised Fine-Tuning (SFT) of large lan-
guage models. This approach is aimed at en-
hancing numeral perception, interpretability,
accuracy, and the generation of structured out-
puts. Presented in SemEval-2024 Task 7 (task
3): Numeral-Aware Headline Generation (En-
glish), this challenge is divided into two spe-
cific subtasks. The first subtask focuses on
numerical reasoning, requiring models to pre-
cisely calculate and fill in the missing num-
bers in news headlines, while the second sub-
task targets the generation of complete head-
lines. Utilizing the same training strategy
across both subtasks, this study primarily ex-
plores the first subtask as a demonstration of
our training strategy. Through this competi-
tion, our CoT-NumHG-Mistral-7B model at-
tained an accuracy rate of 94%, underscoring
the effectiveness of our proposed strategy, de-
tailed in our project repository1.

1 Introduction

Headline Generation is a key task in the field of
Natural Language Processing (NLP), aimed at con-
densing the content of a given article into a con-
cise, accurate, and information-rich single-sentence
headline. This process requires not only an un-
derstanding of the article’s core content but also
the ability to creatively express this content (Mat-
sumaru et al., 2020). Recently, Huang et al. (2023)
conducted an in-depth analysis of the application
of models (Lewis et al., 2019; Liu et al., 2022; Raf-
fel et al., 2020; Wang et al., 2022a; Zhang et al.,
2020) in the task of headline generation, revealing

1https://github.com/GavinZhao19/CoT-NumHG

limitations of these models in processing numerical
information. They identified that inaccuracies in
the use of numbers significantly contribute to errors
in generated headlines, a particularly critical issue
in news headline generation where numbers often
carry key information. To further explore the issue
of numerical accuracy in news headlines, Huang
et al. (2023) introduced a new dataset, NumHG,
focused on the accuracy of numerical usage within
news headlines. Their analysis revealed that news
headline generation typically involves nine distinct
methods for handling numbers—Copy, Translate,
Round, Paraphrase, Add, Subtract, Divide, Multi-
ply, and Span—each varying in complexity. These
techniques enhance the interpretability and clarity
of the headline generation process, showcasing a
sophisticated blend of precision and creativity in
distilling numerical information. Based on these in-
sights, Chen et al. (2024) designed two independent
tasks: the first requires models to mask numbers
in given news articles and their headlines, then to
accurately predict the masked numbers; the second
involves generating news headlines with accurate
numerical information based on the provided news
content.

In the domain of NLP, Large Language Mod-
els (LLMs) have gained recognition for their capa-
bility to execute a wide array of tasks, including
text generation, summarization, and question an-
swering, using straightforward instructions. This
demonstrates their remarkable versatility (Guo
et al., 2023; Sahoo et al., 2024). To further en-
hance the adaptability of LLMs, fine-tuning tech-
niques (Zhang et al., 2023) have been extensively
applied, improving model performance on specific
tasks while preserving a wide scope of applica-
tion. LLMs typically utilize a decoder-only ar-
chitecture (Radford et al., 2018) and adopt pri-
marily two strategies for task-specific challenges:
prompt engineering and fine-tuning. Prompt en-
gineering enables the direct execution of tasks
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Figure 1: CoT-Based SFT Training Strategy Framework: The framework comprises two main parts: data process-
ing and model training. In the first phase, data processing involves two steps. The first step combines specific
instructions with the NumHG dataset, and through knowledge distillation using GPT-3.5-Turbo, new CoT-Steps
are generated. These steps are then integrated with the corresponding instructions and the original dataset to pro-
duce the CoT-NumHG dataset. In the second phase, the CoT-NumHG dataset is utilized for the full-parameter SFT
of the base model.

through various techniques, such as zero-shot (Rad-
ford et al., 2019), few-shot (Brown et al., 2020),
chain of thought (CoT) (Wei et al., 2022), CoT with
self-consistency (Wang et al., 2022b), and tree of
thought (Yao et al., 2024), without requiring addi-
tional training. This underscores the models’ abil-
ity to quickly adapt to new tasks by leveraging ex-
isting knowledge. Fine-tuning, via further training,
refines the models’ performance on specific tasks,
particularly through Supervised Fine-Tuning (SFT)
methods. To improve SFT efficiency, Parameter-
Efficient Fine-Tuning (PEFT) techniques (Hu et al.,
2023) including LoRA (Hu et al., 2021), prompt-
tuning (Lester et al., 2021), and prefix-tuning (Li
and Liang, 2021) have been introduced. These
significantly enhance the models’ adaptability and
the quality of outputs for specific tasks without
substantially increasing the model size or computa-
tional demands. This approach not only preserves
the versatility of LLMs but also boosts their output
quality and the ability to generate structured out-
puts in specific domains. Despite these approaches
achieving certain levels of performance enhance-
ment, there remains room for improvement in per-
ceiving numerical information, reasoning ability,
and generating structured outputs (Ouyang et al.,
2023). Particularly in the task of news headline
generation, reliance solely on prompt engineering
may lead to uncontrollable outputs and insufficient
structuring. Meanwhile, SFT, despite its ability
to improve performance, shows limitations in the
interpretability of the reasoning process and suf-
fers from attention decay, potentially leading to the

omission of important information.
To address these challenges, we propose a train-

ing strategy based on the CoT approach, designed
to significantly enhance LLMs in the task of
number-focused headline generation. Our method
consists of two key components. First, drawing
on the concept of knowledge distillation (Dasgupta
et al., 2023), we utilize GPT-3.5-Turbo (Brown
et al., 2020) and instructions to process the original
NumHG dataset, generating a series of reasoning
steps. Given the issue of attention decay when
handling long-distance information (Xiao et al.,
2023), we created a new CoT-NumHG dataset by
combining the question statement with reasoning
steps. This process aims to bolster the model’s
attention mechanism and improve the interpretabil-
ity of the reasoning process (Wang et al., 2023).
Secondly, we selected three LLMs as base models
and performed full- parameters SFT using the con-
structed CoT-NumHG dataset on these base models.
Through this approach, we not only significantly
improved performance on the specific task, but also
optimized structured outputs while maintaining the
models’ versatility. Our research contributions are
threefold:

1. Based on the NumHG dataset, we developed
the CoT-NumHG dataset, enhancing model
interpretability and structured output capabili-
ties. Importantly, we introduce a dataset con-
struction technique specifically designed for
the CoT-NumHG.

2. We demonstrate the enhancement of model
performance through task-oriented SFT train-
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Figure 2: CoT-NumHG Dataset: The input of the dataset consists of three parts: Instruction, News Content,
and Masked Headline Sentence (Question). The output is comprised of three components: Question Repetition,
Inference Process, and Answer Formulation.

ing on the CoT-NumHG dataset across
three base models, significantly improving
news headline generation while maintaining
general-purpose capabilities.

3. Through ablation studies, we demonstrated
that the CoT-based training strategy effec-
tively boosts the model’s performance.

2 CoT-Based SFT Training Strategy
Design

The training strategy of this study is divided into
two main parts, as shown in Figure 1: the construc-
tion of the CoT-NumHG dataset and model training.
Initially, through a knowledge distillation strategy,
we enhanced the original dataset to improve the
model’s interpretability in handling the task of gen-
erating news headlines. Subsequently, the selected
base LLMs were trained using full-parameter SFT
techniques to achieve performance optimization
and structured output for specific tasks.

2.1 CoT-Dataset Generation

To enhance the model’s understanding of the rela-
tionships among news content, headline sentences,
and answers, we employed a knowledge distillation
approach during the data construction and optimiza-
tion phases. Utilizing the original NumHG dataset
and instructions, we generated inference processes
through the GPT-3.5-Turbo model, termed CoT-
Steps. CoT-Steps consist of three steps:

Step 1: Identifying the Relevant Information:
This involves analyzing semantic rele-
vance to pinpoint sentences in news arti-
cles that are closely related to the masked
headline sentences and answers. This step
ensures that the selected sentences are cru-
cial for understanding the content of the
news articles and for generating headlines.

Step 2: Interpreting the Numerical Informa-
tion: For each identified key sentence, its
direct numerical relevance to the genera-
tion task and the reasons for its selection
are interpreted.

Step 3: Choosing and Applying the Math
Method: For the numerical information
in key sentences, appropriate methods are
used for transformation and completion to
accurately reflect in the generated head-
line sentences while maintaining logical
consistency and accuracy.

This approach aims to bolster the model’s data
understanding and information processing capa-
bilities by emulating the human problem-solving
thought process, thereby enhancing attention scores
and interpretability. Then, We integrated the rea-
soning process (CoT-Steps) into the training set to
build a dataset specifically for SFT. Figure 2 shows
that the input of this training set includes the in-
struction, news content, and the masked headline
sentence; the output covers question restatement,
CoT-Steps, conversion methods, and the final an-
swer. This design aims to train the model to gener-
ate answers following given logical steps, thereby
improving the accuracy and reliability of the gener-
ated results.

2.2 Model Training

For the model training part, we selected three
large language models with a decoder-only archi-
tecture: ChatGLM3-6B (Du et al., 2022), Mistral-
7B-Instruct-v0.2 (Jiang et al., 2023), and Zephyr-
7B-Beta (Tunstall et al., 2023), for full-parameter
fine-tuning. These models were chosen for their
outstanding performance in text generation and
comprehension, as illustrated in benchmarks com-
paring their capabilities to other LLMs of similar
size (Zheng et al., 2023). During the fine-tuning
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process, we focused on enhancing the models’ com-
prehensive understanding and generation capabil-
ities, especially in handling news headlines that
contain numerical information. Through meticu-
lous training methods, we ensured that the models
could achieve higher performance on specific tasks.

3 Data Construction

3.1 CoT-Steps Generation
The primary source of the NumHG dataset is
Newser2, a news aggregation platform that pro-
vides headline news from both American and in-
ternational media. News articles typically contain
between 200 and 300 words. The entire NumHG
dataset consists of news articles with titles that in-
tegrate numerical information, comprising 21,157
news articles for training and 2,572 for validation,
totaling 23,729 articles. The data includes four
keys: news, masked headline sentence, answer,
and calculation. Initially, we employ a few-shot
approach to distill the reasoning steps. The com-
plete prompt given to the model comprises three
parts: instruction, news, masked sentence (ques-
tion), calculation, and answer. Figure 3 shows the
instruction content used.

Figure 3: Instruction Prompt of Inferring CoT-Steps

Table 1 lists the detailed examples from the
NumHG dataset, along with the inference steps
obtained using knowledge distillation techniques.
These steps not only reveal the key reasoning path-
ways in the news headline generation process but
also provide clear guidance for models to more
effectively handle numerical information and gen-
erate structured headlines.

3.2 CoT-NumHG Datasets Generation
In preparing the CoT-NumHG datasets for model
training, we have adopted an approach inspired by

2https://www.newser.com/

Table 1: Example of NumHG datasets and CoT-Steps

News:
(Apr 18, 2016 1:02 PM CDT) Ingrid Lyne, the Seattle
mom allegedly murdered while on a date, left behind three
daughters—and a GoFundMe campaign set up to help the
girls has raised more than $222,000 so far, Us reports. A
friend of the family set up the campaign, and says that
all the money raised will go into a trust for the girls, who
are ages 12, 10, and 7. Lyne’s date was charged with her
murder last week.
Masked Headline (Question): $____K Raised for Kids of
Mom Dismembered on Date
Calculation: Paraphrase(222,000,K)
Answer: 222
CoT Steps:
1. Identifying the Relevant Information: The relevant
information in this question is the amount of money raised
for the kids of the mom who was dismembered on a date.
2. Interpreting the Numerical Information: The numerical
information given is $222,000.
3. Choosing and Applying the Math Method: I chose the
Paraphrase method to convert the numerical information
from the form of digits to other representations. By para-
phrasing 222,000 as K, I am representing the amount as
222 thousand dollars.

the methodologies outlined in the "Never Lost in
the Middle" study (Junqing et al., 2023). This strat-
egy ensures that the model can efficiently identify
and utilize key information within extended texts.
Our dataset is specifically tailored to enhance the
models’ attention mechanisms, thereby improving
their reasoning capabilities and their ability to pro-
duce structured outputs for complex tasks.

The dataset (see the example in Table 4) is metic-
ulously organized, comprising three elements in its
input section: instruction (as referenced in Fig-
ure 4), news content, and masked headline sen-
tences (posed as questions). This configuration is
designed to keep the model focused during the pro-
cessing of information and to encourage a logical
and structured approach to output generation. In
the output section, we employ a stepwise method-
ology to formulate answers. Initially, the model
is instructed to repeat the question, a step that not
only deepens its understanding of the query, but
also counteracts attention drift by enhancing atten-
tion scores. Following this, the model boosts the in-
terpretability of its reasoning process by executing
CoT-Steps, which involve generating a sequence
of intermediate reasoning steps. These steps are
designed to mimic human problem-solving pro-
cesses, thereby clarifying the model’s reasoning
pathway. Ultimately, the model presents the final
answer, ensuring the creation of a structured and
precise headline while preserving the integrity of
the news content. Through this dataset design, our
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objective is for the model to demonstrate enhanced
accuracy and interpretability in news headline gen-
eration tasks, in addition to maintaining consistent
performance when managing information over long
distances.

Figure 4: Instruction Prompt of Inferring Number

By incorporating these strategies into our dataset
design, we aim to equip models with the ability to
achieve superior accuracy and interpretability, par-
ticularly in tasks such as news headline generation,
while also ensuring steady performance in the pro-
cessing of long-range information. This method-
ology embodies the proverb "the pen is mightier
than memory," emphasizing the importance of a
structured and considered compilation of training
data to bolster model capabilities in the NLP field.

4 Experiments and Results

4.1 Experiments Settings
Ultimately, we constructed the CoT-NumHG
dataset, which comprises 23,729 samples. To en-
sure the randomness and fairness of the exper-
iments, the dataset was randomly shuffled and
3,000 samples were selected as the validation set,
leaving 20,729 samples for the training set. We
chose three state-of-the-art LLMs as our base mod-
els: ChatGLM3-6B, Mistral-7B-Instruct-v0.2, and
Zephyr-7B-Beta. SFT was performed on these base
models.

For each base model, training was conducted
over 2 epochs on 16 × A100 GPUs (80GB). Dur-
ing training, we set the batch size to 32, the learning
rate to 1 · 10−6, and the warmup ratio to 0.01. A
cosine annealing schedule was used for learning
rate adjustment, and training was accelerated us-
ing bfloat16 precision. Cross-entropy loss was
used to compute the loss. We monitored the evalu-
ation loss (eval loss) of each model on the valida-
tion set during training. ChatGLM3-6B achieved
the lowest eval loss (0.176) at epoch 1.95, with a
corresponding training loss (train loss) of 0.121.
Mistral-7B-Instruct-v0.2 reached its lowest eval

Table 2: Example of CoT-NumHG-Mistral-7B’s output

News:
(Jul 20, 2009 3:41 PM CDT) The special inspector over-
seeing Treasury’s TARP program says federal assistance
to banks and other financial entities could end up costing
taxpayers $23.7 trillion, Bloomberg reports. Aside from
the $700 billion bailout, Neil Barofsky says in testimony
prepared for told Congress tomorrow, other trillion-dollar
federal programs could balloon...
Masked Headline (Question): TARP Watchdog: Bailouts
May Cost US $____T
CoT-NumHG-Mistral-7B Output:
To fill in the blank in the question sentence: TARP Watch-
dog: Bailouts May Cost US $____T.
1. Identifying the Relevant Information: The relevant
information is the cost of the bailouts, which is given as
$23.7 trillion.
2. Interpreting the Numerical Information: The numerical
information is in the form of a decimal, with two digits
after the decimal point.
3. Choosing and Applying the Math Method: I chose the
math method Round(23.7,0) to round the number to the
nearest whole number.This is because the question asks
for the answer to be filled in the blank as a whole number,
and rounding 23.7 to the nearest whole number gives us
24.
Summary: math methods: Round(23.7,0) Answer: 24

loss (0.153) at epoch 1.81, with a training loss of
0.111. Zephyr-7B-Beta achieved the lowest eval
loss (0.151) at epoch 1.96, with a training loss of
0.110.

To ensure the accuracy of the results, we per-
formed ablation studies. Specifically, we used
only the instruction prompt (also CoT) to gener-
ate outcomes with three base models, along with
a benchmark model, GPT-3.5-Turbo. Addition-
ally, we trained these three base models solely with
the NumHG dataset, comparing the results against
those trained using the CoT-NumHG dataset. The
vLLM framework (Kwon et al., 2023) was consis-
tently employed for inference.

4.2 Results

The competition provided a dataset containing
4,921 samples. The results showed that the first-
place participant achieved an accuracy of 95%,
while the participants in second to fourth places
all reached an accuracy of 94%. Our team’s sub-
mission, the CoT-NumHG-Mistral-7B model, also
achieved an accuracy of 94% in this task, demon-
strating the effectiveness of the CoT training strat-
egy in enhancing model performance. Table 2
presents an example of the result.

To further analyze model performance, we con-
ducted ablation studies across all models. We ob-
served incremental improvements in accuracy, start-
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ing from models prompted solely by CoT, pro-
gressing through those trained on the NumHG
dataset, and culminating with those trained on the
CoT-NumHG dataset. The accuracy of the CoT-
NumHG-Mistral-7B model increased from 0.58 to
0.94, surpassing the untrained baseline, and im-
proved from 0.73 to 0.94 compared to NumHG-
Mistral-7B, showcasing significant improvements.
This indicates that the CoT-Based SFT training
strategy not only enhances model accuracy, but
also improves the stability of generating structured
outputs. Models without fine-tuning produce less
stable outputs, sometimes requiring manual inter-
vention to identify generated answers. Furthermore,
their reasoning processes exhibit a higher degree
of interpretability.

Table 3: Accuracy of Different LLMs; the result of the
final submission is bolded

Model Name Accuracy

ChatGLM3-6B 0.51
Mistral-7B-Instruct-v0.2 0.58
Zephyr-7B-Beta 0.56
GPT-3.5-Turbo 0.74
NumHG-ChatGLM3-6B 0.62
NumHG-zephyr-7b 0.71
NumHG-Mistral-7B 0.73
CoT-NumHG-ChatGLM3-6B 0.83
CoT-NumHG-Zephyr-7B 0.90
CoT-NumHG-Mistral-7B 0.94

5 Conclusion and Future Work

In this paper, we have introduced a CoT-based SFT
training strategy aimed at enhancing the perfor-
mance of LLMs in the task of news headline gen-
eration. Initially, we constructed the CoT-NumHG
dataset, based on the existing NumHG dataset
through knowledge distillation techniques. By sim-
ulating the human thought process, this dataset
enhances the interpretability of the reasoning path
from problem to answer. Subsequently, we uti-
lized the CoT-NumHG dataset to perform SFT on
a selected baseline model and verified significant
improvements in model performance through abla-
tion studies. The competition results further vali-
dated the efficacy of our approach, with the CoT-
NumHG-Mistral-7B model achieving an accuracy
rate of 94%. However, a manual review of the com-
petition outcomes revealed some uncertainties in

the model’s handling of numerical information in
titles, such as the need for approximations. This
indicates that there is still room for improvement
in understanding numerical information and gener-
ating structured outputs.

Future work will focus on the following direc-
tions: further optimization of the dataset by dedu-
plicating and enhancing data diversity to improve
the model’s generalization capabilities. This in-
cludes identifying and removing duplicate or low-
quality data samples, as the current proportion of
copied methods is excessively high. We will adjust
the proportions through sampling to address this is-
sue. To align the generated headlines more closely
with the standards of human editors, we will ex-
plore constructing a dataset in DPO (Rafailov et al.,
2024) format from incorrect generation outcomes.
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A Example of CoT-NumHG Datasets

Table 4: Example of CoT-NumHG Datasets

Input:
Your task is to read and understand Article and Question.
Focus on the numerical information in the article. Choose
the suitable mathematical methods to arrive at the answer.
The mathematical methods include copy a value from the
article, trans a word into a number, paraphrase the form of
digits, round a number, subtract, add, select a span from
the article, divide, and multiply. Think and write three step
sentences to fill in the blank in the question sentence:
1. Identifying the Relevant Information
2. Interpreting the Numerical Information
3. Choosing and Applying the Math Method
Finally, output the answer in the blank. Remember, the
final answer is immediately followed by Änswer:!̈
#Article
(Dec 25, 2020 2:25 PM) Around 1,000 British soldiers
were spending Christmas Day trying to clear a huge back-
log of truck drivers stuck in southeast England after France
briefly closed its border to the UK, then demanded coro-
navirus tests from all amid fears of a new coronavirus
variant. Even though an estimated 4,000 or so interna-
tional truck drivers are spending yet another day cooped
up in their cabs, some progress was evident Friday, with
traffic around the English Channel port of Dover moving
in an orderly fashion toward the extra ferries that were put
on to make the short crossing across to Calais in northern
France. Rail operator Eurotunnel was also back in action,
the AP reports, offering a way back into France. The mil-
itary personnel were directing traffic and helping a mass
testing program for the drivers, who must test negative
to enter France. French firefighters have been drafted to
help the military test drivers for coronavirus. Poland’s
Territorial Defense Force also sent reinforcements to help
with testing and food distribution.
#Question
Fill in the blank: British Troops Work to Clear ____K
Trucks
Output:
To fill in the blank in the question sentence: British Troops
Work to Clear ____K Trucks.
1. Identifying the Relevant Information: The question asks
for the number of trucks that the British troops are working
to clear.
2. Interpreting the Numerical Information: The article
mentions that there is an estimated 4,000 international
truck drivers stuck in southeast England.
3. Choosing and Applying the Math Method: To arrive
at the answer, I chose the Paraphrase method to convert
the numerical information of 4,000 into a different repre-
sentation. By paraphrasing 4,000 as K̈,Ï can represent the
number of trucks as 4.
Summary: math methods: Paraphrase(4,000,K) Answer: 4
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