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Abstract

This paper aims to classify sentences to see if
it is hallucinating, meaning the generative lan-
guage model has output text that has very little
to do with the user’s input, or not. This classifi-
cation task is part of the Semeval 2024’s task on
Hallucinations and Related Observable Over-
generation Mistakes, AKA SHROOM, which
aims to improve awkward-sounding texts gen-
erated by AI. This paper will first go over the
first attempt at creating predictions, then show
the actual scores achieved after submitting the
first attempt results to Semeval, then finally go
over potential improvements to be made.

1 Introduction

How AI and Large Language Models are able to
understand and generate human language is elusive,
to say the least. The underlying ingenuity behind
the architecture of such models, involves technol-
ogy and methods that are considered a black box
like neural networks, named after the fact that the
inner workings are impossible to grasp and prop-
erly digest for even experts (Castelvecchi, 2016).
But language models are far from perfect, to the
point where sometimes, text generated by complex
natural language generation models are considered
to be hallucinating. The term hallucination here
refers to text that has been generated or processed
to solve tasks like machine translation or Natural
Language Generation, that are easily subject to the
issue of being grammatically correct but being un-
tethered from the user’s input or the source material
(Lee et al., 2019). This paper attempts to classify
these hallucinating texts using different models and
methods, in order to see which can get the best
results in terms of accuracy.

2 Task Description

Semeval’s task 6, hereinafter denoted as SHROOM,
asks participants to successfully classify hallucina-
tion texts from non-hallucinating text, where each

data has been annotated by 5 different annotators,
where a majority vote is done to categorize each
data point. Going over the JSON input data pre-
sented in Figure 1, The "hyp" row refers to the text
that has been generated/processed by a model, so
the output. The model here could refer to some-
thing like BERT, and can be seen as the "model"
value. "src" refers to the user input or source mate-
rial the model is working with in order to produce
the output, and the "tgt" is the expected result that
the model should be aiming for. In Figure 1, the
model’s "task" is "DM", or Definition Modeling.
The model is expected to provide the definition for
the word asked on the input. In this case input asks
for the meaning of surmounting. The output of
the model is "hyp", and the correct answer is "tgt".
This output is put on a majority vote by 5 people,
and finally the data in Figure 1 was labeled as hal-
lucinating, where the probability of 0.6 because 3
out of 5 people voted in favor of hallucinating.

3 System Overview

3.1 Data Pipeline

The structure of the data pipeline is as follows.
Language models such as BERT or RoBERTa were
used to pre-process and tokenize text, which were
then turned into high dimensional vectors by the
word embedding layer that is able to capture rich
contexts (Vaswani et al., 2017). Hyperparameters
include, binary cross entropy as the loss function as
it is a binary classification task, epochs were set as
20. The Adam optimizer was utilized for training
the model, and learning rates were set as 0.0005.
The Adam optimizer was used because it can lead
to better results than stochastic gradient descent
depending on the task thanks to its dynamic adjust-
ing of learning rates,(Zhang, 2018) and tinkering
around with SGD and Adam personally has led to
the conclusion that Adam is slightly better in terms
of accuracy.
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Figure 1: SHROOM Data

3.2 Input Data

The features that were used from the input data are
"src", "data", and "tgt". The three columns were
concatenated into one column, but with a prefix of
the column name attached at the front of the text,
which resulted in a sentence like the following.

Concatenated Columns

"src": "<define> Infradiaphragmatic
</define> intra- and suprasellar
craniopharyngioma",

"tgt": "(medicine) Below the diaphragm.",
"hyp": "(anatomy) Relating to the
diaphragm."

This simply made working with the text data easier
and while working with the validation dataset, no
significant difference in accuracy was exhibited in
this approach compared to using all three different
columns. The idea was to let the attention mecha-
nism of the transformer model of BERT’s do most
of the heavy lifting of figuring out the the context
and relationship between the words, in this case the
column names and the texts that follow (Vaswani
et al., 2017). The column "model" was not used as
it also did not lead to any change in the accuracy of
all models and methods whatsoever. The text were
split into train and validation datasets. Then the
BERT or RoBERTa models were fine tuned so that
it is able to achieve better results specifically for
the classification of texts. The softmax activation
function on the output layer of the neural network
was used to get the predicted probability between 0
and 1 (as per Devlin et al., 2019). Besides complex

models like BERT, classification methods such as
logistic regression, SVC, and Naive Bayes were
also used with word vectors created from BERT.

3.3 Data Augmentation

Overall, the pipeline was relatively simple, but one
strategy that was employed to achieve better accu-
racy was to increase the amount of data available.
The trial and validation data provided by Semeval
was on the smaller side, which contributed to over-
fitting. The data also had the issue of being some-
what imbalanced with the non-hallucinating data
in the validation dataset amounted to 295, whereas
the hallucinating data amounting to 206. Data Aug-
mentation was utilized to combat these issues. Data
Augmentation is the modification, and augmenta-
tion of the input data itself. The text inside the input
data is sometimes dropped randomly, replaced by
synonyms, or words can be randomly inserted, thus
creating more sentences with labels to work with.
As dropping or inserting random words seemed
detrimental as described by previous studies (see
e.g. Wei and Zou, 2019), for this task, the data
augmentation was restricted to adding data where
words had been replaced by synonyms for a subset
consisting of 10% of the total data.

Before Data Augmentation

(idiomatic, intransitive) To begin a new
endeavor with vigor.

After Data Augmentation

idiomatic intransitive to start out a new
endeavor with vigor
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4 Results

Refer to Table 1 for the results from the initial at-
tempt. The accuracies there are what was achieved
after using a simple 80-20 train and test split on the
data. Models like BERT and RoBERTa were fine-
tuned while regular classification methods such as
logistic regression, SVC and Naive Bayes were
used with the word embedding vectors retrieved
from BERT. After reviewing the results, the predic-

Table 1: Accuracy of Models/Methods

Model Accuracy (%)
BERT 80
RoBERTa 76
SVC 50
Naive Bayes 48
Logistic Regression 46

tions made with BERT were submitted to Semeval,
as it had the highest accuracy. However the submit-
ted results actually achieved an accuracy of only
60%.

4.1 Probability of Hallucination

A Spear-man correlation score of the expected train
and test data obtained from the soft-max layer of
BERT resulted in a 0.64. But the actual submission
spear-man correlation coefficient was a 0.23. Com-
pared to the top ranked team whose numbers were
above 0.7, a 0.23 is a bit underwhelming, and has
lots of room for improvement.

5 Conclusion and Limitations

Some potential improvements that could be em-
ployed are the following.

5.1 Cross Validation

First, cross validation instead of a simple train and
test split. Though data augmentation allowed for
more data, which in turn made a simple train and
test split theoretically suffice, since the more data
one has the less likely it is that a train test split,
by pure luck, can affect the accuracy significantly,
simply trying out cross validation could have led to
more insight on the actual accuracy on the valida-
tion data (Bates et al., 2022).

5.2 Reduce Over-Fitting

Second, methods of reducing over-fitting. It is
highly likely that BERT was being over-fit with

the input data, considering how the BERT model
using only the validation dataset with a train and
test split resulted in a 0.8 accuracy, but a 0.6 with
the final test data. To counteract over-fitting, lasso
regression could be incorporated to add a penalty
term for high variance (Ranstam and Cook, 2018).

5.3 Ensemble Learning

Third, the "task" column was not utilized as it did
not impact accuracy in, but perhaps a different ap-
proach could have been to separate data based on
tasks and then to feed those data to the pipeline.
Which means a holistic ensemble learning model,
that uses multiple models, whether it be using the
same model or different ones, in order to get a
more generalized correlation score that leads to
less over-fitting can be a great method. This holis-
tic approach can lead to not just better accuracy,
but also a better spear-man correlation score. The
current data pipeline did not utilize the probabil-
ity feature of the input dataset, and an ensemble
learning pipeline that can utilize the probability fea-
ture properly, alongside the stacking of generaliza-
tion could be a way of achieving better spear-man
scores. (Su et al., 2013)

5.4 Better Utilization of Data Augmentation

Fourth, a more thorough utilization of data augmen-
tation. In supervised machine learning, limited data
often leads to over-fitting, which is precisely why
data augmentation was the key strategy to counter
the issue, but a more thorough and systematic ap-
proach to utilizing data augmentation seems to be
the key. In the final attempt, the amount of data
point was a 1000 each for hallucinating text and
non-hallucinating text, for a total of 2000. Perhaps
starting with 2000, then 10,000, then 20,000, while
trying out different strategies of how the data is
augmented like random deletions and addition of
words, instead of just relying on replacement of
words with synonyms, would have definitely bene-
fited this research immensely.(Ying, 2019)

6 Code

https://github.com/esohman/SemEval2024
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