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Abstract

This paper describes our participation in the
SemEval-2024 Task 1, “Semantic Textual Re-
latedness for African and Asian Languages .”
This task detects the degree of semantic related-
ness between pairs of sentences. Our approach
is to take out the sentence pairs of each instance
to construct a new sentence as the prompt tem-
plate, use MASK to predict the correlation be-
tween the two sentences, use the BERT pre-
training model to process and calculate the text
sequence, and use the synonym replacement
method in text data augmentation to expand the
size of the data set. We participate in English
in track A, which uses a supervised approach,
and the Spearman Correlation on the test set is
0.809.

1 Introduction

We participated in the English language of track
A in Task 1, “Semantic Textual Relatedness for
African and Asian Languages.” Track A uses a su-
pervised approach where systems are trained on
labeled training datasets. This task detects the
degree of semantic relatedness between pairs of
sentences for African and Asian Languages (Ousid-
houm et al., 2024b).

Semantic Textual Relatedness (STR) is an im-
portant measure of the relationship between texts.
It is considered to be the basis for understanding
meaning(Miller and Charles, 1991) and is crucial
for many natural language processing tasks. By
computing semantic textual relatedness, we can
perform applications such as text matching(Xu
et al., 2013), information retrieval(Wagh and Kolhe,
2011), text categorization(Alsamurai, 2017), and
question answering systems(Das and Saha, 2022).

However, previous NLP work has focused on
semantic similarity (a small subset of semantic re-
latedness), in large part due to the lack of datasets
on relatedness. For example, SemEval-2015 task1
is paraphrase and semantic similarity in twitter(Xu

et al., 2015). And SemEval-2016 task1 is semantic
textual similarity, monolingual and cross-lingual
evaluation(Agirre et al., 2016).

Semantic relatedness and semantic similarity are
two ways to explore the closeness of meaning. Two
terms are considered semantically similar if there
is a synonym, contextual, or modal relation rela-
tionship between them. Two terms are considered
semantically related if there is any lexical seman-
tic relation between them. Thus, all similar pairs
are also related, but not all related pairs are sim-
ilar(Abdalla et al., 2021). In semantic textual re-
latedness, we focus on the meaning and semantic
information of the text, not just the surface word
or sentence structure. Thus, the semantic related-
ness between two texts can relate to their themes,
intentions, emotions, etc.

The semantic relatedness of texts can be com-
puted using the content and links of hypertext ency-
clopedias(Yazdani and Popescu-Belis, 2013). Se-
mantic relatedness between texts can also be mea-
sured by calculating the similarity between text rep-
resentations using a pre-trained language model.

In the following, we describe in detail the meth-
ods we used and give the evaluation results and
conclusions.

2 Background

In this section, we present important details about
the task setup. Each instance in the train set, dev
set, and test set is a sentence pair, and these two
sentences are separated by a newline character. The
instance is labeled with a score representing the
degree of semantic textual relatedness between the
two sentences(Ousidhoum et al., 2024a). As shown
in Table 1, there are two sentence pairs examples
to present the semantic textual relatedness.

The scores can range from 0 (maximally unre-
lated) to 1 (maximally related), which are obtained
using a comparative annotation framework. The
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sentence1 sentence2 STR score
A girl is communicating with sign language. A young girl is using sign language. 0.83

You should have respect for your mother. Even if this is your own mother! 0.41

Table 1: Sentence pairs examples

Train Dev Test
before text data augmentation 5500 250 2600
after text data augmentation 11000 250 2600

Table 2: Size of the data set

train and dev sets give sentence pairs and seman-
tic textual relatedness scores, and the test set only
gives sentence pairs. The train set was enlarged
by using text data augmentation. The size of the
dataset is shown in Table 2. The task we partici-
pated in was the English in track A. The task is a
regression task whose input is a sentence pair and
the output is the semantic textual relatedness score
for that sentence pair.

3 System Overview

In this section, we present our approach applied
to the task of predicting STR. We use the BERT
pre-training model(Devlin et al., 2018) for text se-
quence processing and computation, and also em-
ploy text data augmentation to improve the training
results. We adopted prompt tuning(Liu et al., 2023)
to construct a new sentence, "The correlation of the
next two sentences sent0 and sent1 is [MASK].",
and used this constructed new sentence as a prompt
template, where [MASK] is used to predict the
correlation between the two sentences.

3.1 Model

We use the BERT pre-training model, designed to
pre-train deep bidirectional representations from
the unlabeled text by joint conditioning on both
the left and right context in all layers. As a result,
the pre-trained BERT model can be fine-tuned with
just one additional output layer to create state-of-
the-art models for a wide range of tasks. STR tasks
are related to the semantics of the text, so using the
case-insensitive English BERT pre-training model
works better than the case-sensitive English BERT
pre-training model.

We use the BERT model for encoding and fea-
ture extraction of text sequences. The structure
of the system is shown in Figure 1(Mutinda et al.,
2021). The two special tokens [CLS] and [SEP]

are added to the model’s input data to convert
the text into the format expected by BERT. The
forward function accepts a batch as input. It ex-
tracts input_ids and attn_mask from the batch,
where input_ids is a sequence that converts the
input text into a numeric representation accept-
able to the model, attn_mask is a sequence of
binary masks used to indicate which tokens are
real input and which tokens are padded. Then it
encodes the input_ids and attn_mask to obtain
the enc_outputs, which are hidden states of the
model’s output. Next, the corresponding embed-
ding representation is extracted from the hidden
state based on the mask position. These embed-
ding representations are processed through a linear
transformation to end up with a scalar value logits.
Sigmoid activation is performed on logits to get
the output score.

3.2 MASK Prediction
Since the labels in the train set are continuous,
we modeled this task as a regression problem.
We adopted prompt tuning and used the Pattern-
Exploiting Training (PET) method(Schick and
Schütze, 2021) to construct a new sentence "The
correlation of the next two sentences sent0 and
sent1 is [MASK]." as a prompt template. In this
prompt template, sent0 and sent1 are two sentences,
and [MASK] is used to predict the correlation be-
tween the two sentences. Thus, it could convert
the downstream task into a Complete Fill-in-the-
Blank(cloze) task(Ding et al., 2021), and Masked
Language Modeling(MLM)(Wettig et al., 2023)
BERT can be used for prediction. Since the lan-
guage of our participation is English, this prompt
template is constructed in English. If we want to
evaluate the semantic textual relatedness in other
languages, we need to modify this template to the
corresponding language. The constructed prompt
template is fed into the model using the pre-training
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Figure 1: System model structure

model BERT, and the model predicts the represen-
tation of the correlation based on the context and
the position of [MASK].

3.3 Text Data Augmentation
Through text data augmentation, more training sam-
ples can be generated to expand the size of the
train set. Besides, text data augmentation can im-
prove the generalization ability and robustness of
the model. For example, Connor Shorten and oth-
ers used a CNN model combined with text data aug-
mentation EDA when the training set size was 5000,
and the result improved from 87.7 to 88.3(Shorten
et al., 2021). This task is to find out the degree of
semantic correlation between two sentences, con-
sidering the task requirements and data character-
istics, the data samples after performing text data
augmentation can change the expression of the sen-
tences, but the overall semantics of the sentences
should remain unchanged.

Therefore, we used the synonym replacement
method in the text data augmentation method in
our experiments instead of random insertion, dele-
tion, and other methods. After using this method
changes the number of samples in the train set from
5500 to 11000.

4 Experimental Setup

The data set is given in CSV file format by the
SemEval 2024 shared task organizer. It has three

columns: PairID, Text, and Score, where Text is
a sentence pair. We take out the two sentences in
the sentence pair and use these two sentences to
construct a new sentence: "The correlation of the
next two sentences sent0 and sent1 is [MASK].".
This new sentence is then fed into the model for
processing and training. When performing text data
augmentation, we replace the two sentences with
synonyms and then insert the newline character in
the middle of the replaced sentence pairs to ensure
that the data format is consistent with the original
data set.

We use the BERT pre-training model to process
and calculate text sequences. The text data augmen-
tation method is synonym replacement. Since this
task is a regression task, we use the mean squared
error(MSE) loss function:

Lmse =
1

n

n∑

i=1

(yi − y
′
i)
2

(1)

where yi is the ground truth for sample i, y
′
i is the

prediction score for sample i, n is the number of
samples.

The batch size is set to 64, the number of training
iterations is 6, and the learning rate is 2e-2. At the
same time, in order to help the model converge
better and achieve better performance, we set up a
learning rate scheduler.
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Dev Score Test Score
before text data augmentation 0.819 0.820
after text data augmentation 0.832 0.809

Table 3: Score on the dev set and test set

5 Results and Analysis

5.1 Results

This section shows the results of our system on the
English STR task in track A of SemEval-2024 task
1. We use the Spearman correlation between sys-
tem output and human annotation as an evaluation
metric. Under the premise that other conditions
are the same, we use the data set after text data
augmentation for training. As shown in Table 3,
the Spearman Correlation obtained on the dev set
increased from 0.819 to 0.832, but the Spearman
Correlation obtained on the test set dropped from
0.820 to 0.809.

5.2 Analysis

As shown in the results, after text data augmenta-
tion, the Spearman Correlation obtained on the dev
set has improved, but the Spearman Correlation
obtained on the test set has declined. Because be-
fore text data augmentation, the dev set was around
4.5% size of the train set and the test set was around
47% size of the train set. The size gap between the
data sets is large. In addition, relying solely on se-
mantic synonym replacement in sentences for data
augmentation will have certain inaccuracies which
leading to biased estimates. At the same time, text
data augmentation doubled the size of the train set,
resulting in a larger difference in the size of the
train set, dev set, and test set.

6 Conclusion

This paper describes our participation in the Se-
mEval 2024 competition in the Semantic Textual
Relatedness for African and Asian Languages task.
We participated in the English task in track A. Our
approach is to use the BERT pre-training model
for text sequence processing and computation, em-
ploying text data augmentation to enlarge the size
of the train set, and adopting prompt tuning to con-
struct a prompt template "The correlation of the
next two sentences sent0 and sent1 is [MASK].",
where [MASK] is used to predict the correlation
between two sentences. The final Spearman Corre-
lation obtained on the test set was 0.809.

In the future, we will use methods such as con-
text awareness and manual intervention to address
errors caused by text data augmentation to ensure
their accuracy and rationality. At the same time,
we will expand the size of the dev set, reduce the
size difference between data sets, and try to use
other more powerful pre-trained models.
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