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Abstract

In this work, we address the challenge of iden-
tifying the inference relation between a plain
language statement and Clinical Trial Reports
(CTRs) by using a T5-large model embedding.
The task, hosted at SemEval-2024, involves
the use of the NLI4CT dataset (Jullien et al.,
2023a). Each instance in the dataset has one or
two CTRs, along with an annotation from do-
main experts, a section marker, a statement, and
an entailment/contradiction label. The goal is
to determine if a statement entails or contradicts
the given information within a trial description.
Our submission consists of a T5-large model
pre-trained on the medical domain. Then, the
pre-trained model embedding output provides
the embedding representation of the text. Even-
tually, after a fine-tuning phase, the provided
embeddings are used to determine the CTRs’
and the statements’ cosine similarity to per-
form the classification. On the official test set,
our submitted approach is able to reach an F1
score of 0.63, and a faithfulness and consis-
tency score of 0.30 and 0.50 respectively.

1 Introduction

In experimental medicine, clinical trials are essen-
tial because they verify the effectiveness and safety
of novel treatments (Giaccone, 2002). Clinical
Trial Reports (CTRs) are documents that describe
the design and outcomes of a clinical trial and are
used to direct patient interventions that are specific
to them. But with over 400,000 published CTRs
and more coming out each year (Bastian et al.,
2010), it is not feasible to manually conduct thor-
ough reviews of all the pertinent literature while
developing new treatment procedures. For these
reasons, the requirement for technologies that can
automatically extract and classify information is
always expanding.

With the development of machine and deep learn-
ing architectures in recent years, there has been a
surge in interest in natural language processing,

or NLP. Many efforts have gone into creating al-
gorithms that can automatically identify and cat-
egorize text information that is accessible on the
internet. In the literature, to perform text classifi-
cation tasks, several strategies have already been
proposed. In the last fifteen years, some of the most
successful ones have been based on SVM (Colas
and Brazdil, 2006; Croce et al., 2022), on Convo-
lutional Neural Network (CNN) (Kim, 2014; Si-
ino et al., 2021), on Graph Neural Network (GNN)
(Lomonaco et al., 2022), on ensemble models (Miri
et al., 2022; Siino et al., 2022) and, recently, on
Transformers (Vaswani et al., 2017; Siino et al.,
2022b).

For example, to address the CTR proposed task,
and to enable a higher degree of accuracy and effi-
ciency in individualized evidence-based treatment,
Natural Language Inference (NLI) (MacCartney,
2009) provides a viable solution for the large-scale
interpretation and retrieval of medical evidence
(Sutton et al., 2020). SemEval-2024 Task 2 – Multi-
Evidence Natural Language Inference for Clinical
Trial Data (NLI4CT) (Jullien et al., 2024) – re-
lies on the NLI4CT dataset1. The task is to deter-
mine the inference relation between a natural lan-
guage statement, and a CTR. Inference chains in
this drop-off range have to be constructed for a sig-
nificant fraction of the NLI4CT dataset instances.
Furthermore, inference on NLI4CT requires quan-
titative and numerical reasoning. Research has
demonstrated that transformer-based models rely
on flimsy heuristics for predictions instead of con-
sistently applying this kind of reasoning (Helwe
et al., 2021).

To develop our model, we thought of a two-stage
architecture. In the first stage, we used a Sentence
Transformer specifically trained on the medical do-
main. On the generated embeddings, we evaluated
a cosine similarity to predict the entailment or con-

1https://github.com/ai-systems/nli4ct
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tradiction relationship between the two sentences
analyzed.

The remainder of the paper is structured as fol-
lows. We give some background information on
Task 2 hosted at SemEval-2024 in Section 2. Sec-
tion 3 offers an explanation of the submitted ap-
proach. We describe the experimental setup to
reproduce our work in Section 4. The outcomes
of the formal assignment and certain debates are
given in Section 5. We provide our conclusion and
suggestions for further research in section 6.

We make all the code publicly available and
reusable on GitHub2.

2 Background

We give some background information on Task 2
hosted at SemEval-2024 in this section. The task
is predicated on a set of CTRs, statements, labels,
and explanations related to breast cancer that have
been annotated by domain experts.

The gathered CTRs are compiled into four com-
ponents for the textual entailment task:

• Eligibility criteria — A list of requirements
that patients must meet in order to participate
in the clinical trial;

• Intervention — Details about the type,
strength, frequency, and length of the treat-
ments under investigation;

• Results — Units, outcome measures, number
of trial participants, and results;

• Adverse events — These are the symptoms
and indicators that the patients had throughout
the clinical study.

With an average length of 19.5 tokens, the anno-
tated statements are sentences that make a claim
regarding the data presented in one of the CTR
premise’s sections. The remarks could compare
two CTRs or make assertions about a single CTR.
Finding the inference relation (entailment vs. con-
tradiction) between CTR is the problem at hand.
The training set provided is identical to the training
set used in previous tasks (Jullien et al., 2023b),
however, the organizers have performed a variety
of interventions on the test set and development
set statements, either preserving or inverting the
entailment relations. The technical details adopted

2https://github.com/marco-siino/SemEval2024/
tree/main/Task%202

Figure 1: A sample from the official webpage. Given
two trials and a section description, a model has to
predict if there is entailment or contradiction with regard
to the statement provided.

to perform the interventions were not disclosed,
to guarantee fair competition and in the interest
of encouraging approaches that are robust and not
simply designed to tackle these interventions.

An example is shown in the Figure 1 and is pro-
vided in the official task webpage available online3.

Even if it has already been proved that the Trans-
formers are not necessarily the best option for any
text classification task (Siino et al., 2022a), depend-
ing on the goal some strategies like domain-specific
fine-tuning (Sun et al., 2019; Van Thin et al., 2023),
or data augmentation (Lomonaco et al., 2023; Man-
gione et al., 2022; Siino et al., 2024a) can be bene-
ficial for the considered task.

The training and practice test sets were made
available by the task organizers prior to the com-
petition’s official commencement. The gold labels
were supplied for both sets. Participants could
build and test their models during the first phase,
called the practice phase, by uploading their pre-
dictions to CodaLab4. The second step, known as
the evaluation phase, began with the release of the
unlabeled test set.

3 System Overview

The rising use of Transformer-based architectures
in the literature, has been supported also by sev-
eral approaches presented at SemEval 2024. These
approaches address very different tasks, obtaining
interesting results. For example, in the case of the
Task 1, where the semantic textual relatedness is
evaluated using MPNet (Siino, 2024a), or in the
case of the Task 4, where a Mistral 7B model is
used for detecting persuasion techniques in meme

3https://sites.google.com/view/nli4ct/
semeval-2024/dataset-description

4https://codalab.lisn.upsaclay.fr/
competitions/16190
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(Siino, 2024c), or, eventually, as in the case of the
Task 8, where a DistilBERT model is employed to
detect machine-generated text (Siino, 2024b). To
develop our model, we also take advantage from
a Transformer architecture, creating a two-stage
pipeline. In the first stage, we used a Sentence
Transformer specifically trained on the medical do-
main. This is a Python framework to create cutting-
edge sentence, text, and image embeddings. The
initial work is described in (Reimers and Gurevych,
2019). More than 100 languages have sentences
and text embeddings that can be computed using
this method. Sentences with a similar meaning can
subsequently be found by comparing these embed-
dings, for example, using cosine-similarity. Se-
mantic search, paraphrase mining, and semantic
textual similarity can all benefit from this. The
framework offers a huge selection of pre-trained
models suited for different tasks and is built on
PyTorch and Transformers. Moreover, fine-tuning
models is also feasible.

The model used as Sentence transformer is T5-
large-medical, and it is available on Hugging Face5.
The base model is T5 (Raffel et al., 2020). Specif-
ically, sentences and paragraphs are mapped to a
dense vector space of 768 dimensions. PyTorch
was used to convert the TensorFlow model st5-
large-1 to this one. While the TFHub model and
this PyTorch model can provide somewhat differ-
ent embeddings, they yield the same results when
applied to the same benchmarks.

The model was used to map all the words present
in the text to the domain-specific embedding. Fol-
lowing the embeddings of the primary section and
the statement, the cosine similarity between the two
was calculated. In the case of presence of a sec-
ondary section, the operation was also carried out
between the secondary section and the statement.
The cosine similarity between the two embedding
vectors is calculated as shown in the Equation 1.

cos(θ) =
A ·B

∥A∥2 ∥B∥2
(1)

In the first case, if the cosine similarity was
greater than 0.5, the label of entailment was as-
signed, vice versa that of contradiction. In the
second case, before calculating the cosine similar-
ity, the average between the cosine similarity score
between the two sections and the statement was
calculated. Our code is available online together

5https://huggingface.co/sentence-transformers/
sentence-t5-large

with the predictions generated and sent in relation
to the test set.

As noted in the recent study by (Siino et al.,
2024b), the contribution of preprocessing for text
classification tasks is generally not impactful when
using Transformers. More specifically, the best
combination of preprocessing strategies does not
provide relevant improvements compared to not
performing any preprocessing when using Trans-
formers. For these reasons, and to keep our system
faster and computationally light, we have not per-
formed any preprocessing on the text.

4 Experimental Setup

We implemented our model on Google Colab6.
The library we used is Sentence Transformer. The
library requires Python7 (>= 3.8) and PyTorch8

(>=1.11.0). The dataset provided for all the phases
are available on the Official Competition page. On
the basis of our preliminary experiments, we found
beneficial to set the threshold value for the cosine
similarity equal to 0.5. We did perform additional
fine-tuning on the T5 embedding. To run the exper-
iment, a T4 GPU from Google has been used. After
the generation of the predictions, we exported the
results on the JSON format required by the orga-
nizers. As already mentioned, all of our code is
available on GitHub.

5 Results

For the task the official metric used were F1 (also
known as balanced F-score or F-measure), Faith-
fulness and Consistency.

The F1 score can be described as the harmonic
mean of the precision and recall, with a maximum
score of 1 and a minimum score of 0. Recall and
precision both contribute equally to the F1 score in
terms of relative importance. Equation 2 shows the
formula for the F1 score.

F1 = 2 ∗ Precision ∗Recall

Precision+Recall
(2)

Faithfulness is a measure of the extent to which
a given system arrives at the correct prediction for
the correct reason. Intuitively, this is estimated
by measuring the ability of a model to correctly
change its predictions when exposed to a semantic-
altering intervention. Given N statements xi in the

6https://colab.research.google.com/
7https://www.python.org/
8https://pytorch.org/
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F1 Faith Const
T5-large-medical 0.63 0.30 0.50

Table 1: The suggested method’s performance on the
test set. In the table, the words Faith and Const stand
out for Faithfulness and Consistency

contrast set (C), their respective original statements
yi, and model predictions f() faithfulness can be
computed using Equation 3.

Faithfulness =
1

N

N∑

n=1

|f(yi)− f(xi)| (3)

Consistency is a measure of the extent to which a
given system produces the same outputs for seman-
tically equivalent problems. Therefore, consistency
is measured as the ability of a system to predict
the same label for original statements and contrast
statements for semantic preserving interventions.
That is, even if the final prediction is incorrect, the
representation of the semantic phenomena is con-
sistent across the statements. Given N statements
xi in the contrast set (C), their respective original
statements yi, and model predictions f() we com-
pute consistency using Equation 4.

Consistency =
1

N

N∑

n=1

1− |f(yi)− f(xi)| (4)

In Table 1, the results obtained using the three
metrics on the official test set are shown. Consid-
ered the very low effort required to run the pro-
posed approach and to generate the predictions, the
F1 score of 0.63 appears to be an interesting base-
line, while consistency and faithfulness exhibit a
very large room for improvements using the pro-
posed approach. It is worth noticing that the ap-
proach is a Zero-Shot one with no prior knowledge
on the specific task.

In the Table 2, the results obtained by the first
three teams and by the last one, as showed on the
official CodaLab page, are reported. Compared to
the best performing models, our simple approach
exhibits some room for improvements. However, it
is worth notice that our proposed approach do not
require any further pre-training and the computa-
tional cost to address the task is manageable with
the free online resources offered by Google Colab.
We performed few interventions to assess the setup

F1 Faith Const
dodoodo (1) 0.78 0.92 0.81
aryopg (2) 0.78 0.95 0.78

jvl (3) 0.78 0.80 0.77
MJ2301 (32) 0.47 0.44 0.47

Table 2: Comparing performance on the test set. In the
table are shown the results obtained by the first three
users and by the last one. In parentheses is reported the
position in the official ranking.

of our approach. For example, we evaluated the
number of the epochs to use for fine-tuning the
Transformer embedding, the number of warm up
steps and the train loss to use. All the details that
led our model to reach its final performance, can
be deducted from our code available on GitHub.

6 Conclusion

This paper presents the application of T5-large
model embedding for addressing the Task 2 at
SemEval-2024. For our submission we decided
to follow an easy Zero-Shot learning approach,
employing as-is, an in-domain pre-trained Trans-
former. After getting the contextual embedding
provided by the Sentence Transformer, we made
use of a cosine similarity to calculate the simi-
larity between sentences and generate the entail-
ment/contradiction labels. The task is challenging,
and there is still opportunity for improvement, as
can be noted looking at the final ranking. Possible
alternative approaches include utilizing the zero-
shot capabilities of models like GPT, increasing
the size of the training set by using further data, or
directly integrating ontology-based domain knowl-
edge differently than what has been proposed in
our work. To assess the effect of biomedical pre-
training on MLMs, performance consistency be-
tween sections, generalization capacity of models
trained on NLI4CT, performance comparability be-
tween numerical and biomedical cases and further
error analysis is required. Furthermore, given the
interesting results recently provided on a plethora
of tasks, also few-shot learning (Wang et al., 2023;
Maia et al., 2024; Siino et al., 2023; Meng et al.,
2024) or data augmentation strategies (Muftie and
Haris, 2023; Tapia-Téllez and Escalante, 2020; Si-
ino and Tinnirello, 2023) could be employed to
improve the performance. Eventually, an optimal
threshold learnt from the validation dataset could
be also employed in future works, in place of the
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fixed one that we used in this study. Compared to
the best performing models, our simple approach
exhibits some room for improvements. However,
it is worth to notice that the proposed approach
required no further pre-training and the computa-
tional cost to address the task is manageable with
the free online resources offered by Google Colab.
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