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Abstract
This paper describes the submission of team
fralak for subtask 1 of task 4 of the Semeval-
2024 shared task: ’Multilingual detection of
persuasion techniques in memes’. The first sub-
task included only the textual content of the
memes. We restructured the labels into strings
that showed the full path through the hierarchy.
The system includes an RNN module that is
trained to generate these strings. This module
was then incorporated in an ensemble model
with 2 more models consisting of basic fully
connected networks. Although our model did
not perform particularly well on the English
only setting, we found that it generalized better
to other languages in a zero-shot context than
most other models. Some additional experi-
ments were performed to explain this. Findings
suggest that the RNN generating the restruc-
tured labels generalized well across languages,
but preprocessing did not seem to play a role.
We conclude by giving suggestions for future
improvements of our core idea.

1 Introduction

Task 4 of the Semeval 2024 workshop deals with
the identification of persuasion techniques in meme
data (Dimitrov et al., 2024). Subtask 1 regarded
only the textual content of the memes. Training,
validation and development data is only available
in English, but the test phase includes data in three
more languages (Bulgarian, North Macedonian and
Arabic) for multilingual zero-shot classification.
The 20 persuasion techniques are organized in an
hierarchical directed acyclic graph (available on the
task website). Each meme can have zero, one or
multiple persuasion techniques associated with it,
making this a hierarchical multilabel classification
problem. Assigning a parent node of the target
label results in partial points.

Our system (team fralak) implements an ensem-
ble model including a seq2seq module, using some
innovations to avoid common pitfalls and exploit

the hierarchy information. Our approach trans-
forms the problem by restructuring the labels into
strings in a way that captures all possible paths
through the hierarchy and uses these as target se-
quences to train a RNN that learns the relationships
between the labels on different levels. It combines
the power of a RNN with a simple fully connected
architecture. These non-sequential modules are
also expected to mitigate the error propagation ef-
fect (also called exposure bias), where a wrongly
predicted label in the beginning of the generated se-
quence results in more errors down the line (Xiao
et al., 2021). RNNs for multilabel classification
also depend on the ordering of the labels, even
though the class labels are essentially an unordered
set (Wang et al., 2021a). We address this by sorting
the labels by frequency. The textual content of the
memes is represented using multilingual sentence
embeddings. Although we only participated in sub-
task 1, our architecture can easily be expanded
to also take into account the visual content of the
meme (subtask 2a+b)1. Our system performed be-
low average on the English-only test set, but gener-
alized better than most other systems. The goal of
this paper is to explain our methodology and sys-
tem architecture (sections 2 and 3) and explore why
the system performs relatively well at the zero-shot
task (section 5).

1.1 Background
Hierarchical multilabel classification is applied in
many domains, from biology (genomics) (Romero
et al., 2023; Wang et al., 2021b) to the classifica-
tion of images (Lanchantin et al., 2021) or text
data (Xiao et al., 2021; Omar et al., 2021). A chal-
lenge of this type of data is that the data is virtually
always unbalanced on all levels of the hierarchy
(Tarekegn et al., 2021). Labels also tend to be cor-
related.

1although the performance of the system on these multi-
modal tasks remains to be seen
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There are several approaches to hierarchical mul-
tilabel classification. Some studies transform the
problem, for example by creating a chain of binary
classifiers, whereas others adapt the classification
algorithm (Bogatinovski et al., 2022). Some ap-
proaches construct a model for each label, but this
becomes very computationally expensive: once the
amount of labels grows, it is difficult for labels with
very few instances, and it is difficult to capture
relationships between the labels (Chen and Ren,
2021). The hierarchy can be leveraged for classifi-
cation. For example, Giunchiglia and Lukasiewicz
(2020) use prediction on the lower classes in the
hierarchy to make predictions on the upper ones.
Seq2seq models are popular for multilabel classi-
fication (Chen and Ren, 2021; Chen et al., 2023;
Huang et al., 2021). The main idea behind the em-
ployment of seq2seq models is that they are able
to capture the correlations between labels (Chen
and Ren, 2021). Huang et al. (2021) found that
a seq2seq model using a biLSTM outperformed
other SOTA approaches using chains of classifiers.

The past years have seen the rise of transfer
learning, where some model is used for the clas-
sification of a different type of data than the data
it was trained on (Iman et al., 2023). A common
approach to multilingual transfer learning is the
use of mapping words or sentences to vectors in a
vector space that aligns embeddings for different
languages. Training some model on these repre-
sentations in language A then allows it to make
predictions about data in unseen data B, as long
as its embeddings are meaningfully mapped to the
same vector space (Reimers and Gurevych, 2019).

2 Methodology

We aimed to implement rather simple NN modules
in order to explore their usefulness for a compli-
cated task like this. The main idea behind our
system is to transform the labels into strings that
reflect the hierarchical acyclic graph containing the
different persuasion techniques. These are be used
to train an RNN that is supposed to learn the rela-
tionships between both the labels and the different
levels of the hierarchy. We expect that the relations
between labels are a feature that generalizes espe-
cially well across languages, making our approach
especially adapt for multilingual zero-shot learning
for this specific task.

Figure 1: The hierarchical directed acyclic graph con-
taining the persuasion techniques

2.1 Preprocessing

The preprocessing consisted of three main steps:
spelling normalization, named entity recognition
(NER), and adding the sentence embeddings. Since
we wanted the system to be able to be applied to
other languages as well, preprocessing was lim-
ited to some regular expressions capturing charac-
ters that repeated more than twice, irregular white
spaces, and regularizing different kinds of haha’s
to a simple ’haha’2.

The NER was performed using a pretrained mul-
tilingual model for token classification by Babel3,
accessed through the Huggingface API. We com-
piled a list of the 10 people most commonly oc-
curring in the training data and made a dictionary
that ’translated’ all of their names to one token (so
’Barack Obama’ or ’Barack Hussein Obama’ etc.
would both be ’translated’ to ’Obama’). All per-
son entities (recognized with a certainty of over .8)
that did not appear in this list were replaced by the
name ’Mark’, in order for them to be mapped to

2t = re.sub(r’[AaHhJjXxAa]*[HhJjXx]?[AaAa]+[HhJjXx]
+ [AaAa]+[AaHhJjXxAa]*’, ’haha’, t) ; the double a’s are
because one is the Cyrillic A and the other is the Latin A

3https://huggingface.co/Babelscape/
wikineural-multilingual-ner
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some kind of baseline name rather than the OOV
token4.

Meme data is expected to contain a lot of non-
normative language. We chose to represent it using
multilingual sentence embeddings, as these are typ-
ically better at dealing with OOV tokens. We used
the multilingual variation of the sentence embed-
dings by (Reimers and Gurevych, 2019)5.

These embeddings were used as the input for
a neural architecture consisting of three separate
modules (see 1). Module 1 consisted of a simple
neural network (of hidden size 128), trained over
45 epochs, with one input layer, one output layer,
and a ReLU activation. The input consisted of the
sentence embedding for the meme; the output was
a simple multiclass classification with one output
for each activated node (meaning the target label
and all of its progenitore nodes).

2.2 Restructuring of the labels
The central innovation of our approach is the
inclusion of hierarchy information by way of
transforming the labels to strings reflecting all
possible paths through the hierarchy. Module 2
was an RNN that learnt to generate a sequence
reflecting the labels and the hierarchy they were
embedded in. First, all labels were sorted by
frequency in the training data; multiword labels
were turned into one-word labels (for example,
’thought terminating cliché’ became ’cliché’). We
then added the labels from the levels above them
(as represented in the label hierarchy graph). As
the hierarchy has different levels, this means that
every meme was doubled or tripled in the training
data, but with different labels. For instance:

Sequence: VISIT RUSSIA\n\nBEFORE
RUSSIA VISITS YOU
Label 1: Only labels
’repetition and black and appeal EOS’
Label 2: Labels + red level
’logos namely repetition and logos namely black
and logos and pathos namely appeal EOS’
Label 3: Labels + red level + blue level
’logos namely repetition and logos namely reason-
ing namely black and logos namely justification
and pathos namely appeal EOS’
Label 4: Labels + red level + blue level + green
level
’logos namely repetition and logos namely

4this step did not take into account different alphabets
5Accessed through the Huggingface API (model card)

reasoning namely simplification namely black
and logos namely justification and pathos namely
appeal EOS’

The idea of this doubling of labels was that
higher-up levels would appear more often and thus
become more likely to be predicted by the module.
However, preliminary testing showed that it made
hardly any difference to use only labels of type 4 or
all kinds of labels, likely because lower level labels
inherently appear less often due to them governing
less nodes.

2.3 System architecture

A simple RNN (hidden size = 128) was trained
over 25 epochs to generate restructured labels. The
model generates labels either until the max string
length (manually set to 50) was reached, or until
the EOS token was generated6. This module was
supposed to learn the relationships between labels
both at the same and at different levels of the hierar-
chy; we expected this knowledge to transfer rather
well to the unseen multilingual data.

The final module (module 3 in figure 1) con-
catenates the meme embedding with the outputs
of the modules 1 and 2 and the meme embedding
and passes it through two fully connected layers
(hidden size = 128) and a ReLU activation function
(dropout = 0.2). This module, that was trained over
50 epochs, outputs the final prediction of the labels.

3 Experimental setup

The training+validation data consisted of 7,500
memes. After restructuring the labels this gave
us 21,968 training instances. Including the devel-
opment data (1,000 memes) resulted in 24,664 in-
stances spread over 8,500 memes. All of these
instances were in English. As typical for multil-
abel settings, the class labels are extremely unbal-
anced: the most common label, Smears, occurs
1,990 times in the training data, whereas the least
common label, Intentional vagueness, occurred
only 21 times. Our teams original test submission
was only trained on the train and validation data,
as we used the development data to validate our
approach, but we added the development data in
subsequent experiments as we theorized that having

6in the training of the module we used teacher enforcement,
so there was no maximum string length; however, we did use
this when generating the training data for the final module, so
the final module had not seen RNN-generated inputs of over
50.
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Type Rank F1 P R
Dev (English) 27/33 0.55 0.47 0.66
Test English 25/33 0.56 0.48 0.67
Test Bulgarian 10/20 0.46 0.37 0.61
Test North Maced. 4/20 0.46 0.36 0.66
Test Arabic 3/20 0.43 0.31 0.70

Table 1: Table showing the main results of our official
submissions. The rank x/y shows our position x and
the total amount of teams that made a test submission y

more training data would give more robust results;
as we did not do additional finetuning for the post-
hoc experiments, no development set was used (see
section 5). Due to the way the Semeval challenge
was set up, the validation set was a dataset that
was available from the beginning, whereas the gold
labels for the development set only became avail-
able a couple of weeks before the test submission
closed; we only used the validation set for some
preliminary testing and setup, after which it was
joined with the test set. All results are reported on
the test data.

The modules were trained separately, but on the
same data. We conducted some preliminary experi-
ments training module 1 and 2 on 75% of the data
and module 2 on the remaining 25% (random split)
but this led to a drop in performance. The optimal
amount of epochs for each module was decided
based on plots of the average loss per epoch. Each
separate module took less than 30 minutes to train
on an Apple M3 8-core CPU. We used an Adam op-
timizer with a learning rate of 1e-3. Modules 1 and
3 were trained with a CrossEntropyLoss; module 2
with a SmoothL1Loss.

The task evaluation metric was the hierarchical-
F1, calculated using hierarchical precision and re-
call (Kiritchenko et al., 2006). This measures gives
partial points for assigning a label higher up in the
hierarchy, and full points for assigning the specific
technique.

4 Results

Table 1 shows the outcomes of our official submis-
sions on the test and dev sets (before 1/2/2024).
There was originally an issue with the Arabic gold
labels; the reported scores correspond to the cor-
rected version of the gold labels. For the English
data, the test results were very much in line with
the results on the dev leader board, with only 0.01
point difference in the hierarchical-F1. The results
on the zero-shot test submissions were more sur-
prising: although the F1 was (expectedly) lower

Model description Language F1 P R
As test submission7 Eng. 0.56 0.45 0.72

Bulg. 0.46 0.35 0.68
Maced. 0.45 0.33 0.70
Arabic 0.40 0.28 0.71

No NER Eng. 0.55 0.46 0.68
Bulg. 0.47 0.37 0.64
Maced. 0.46 0.36 0.64
Arabic 0.42 0.30 0.68

No preprocessing8 Eng. 0.57 0.49 0.67
Bulg. 0.47 0.38 0.62
Maced. 0.46 0.36 0.63
Arabic 0.42 0.31 0.64

Only module 1 Eng. 0.53 0.48 0.6
Bulg. 0.44 0.36 0.56
Maced. 0.42 0.35 0.55
Arabic 0.40 0.32 0.56

Only module 2 Eng. 0.46 0.54 0.39
Bulg. 0.37 0.41 0.34
Maced. 0.32 0.39 0.27
Arabic 0.38 0.34 0.42

MLL9 RNN = 100 Eng. 0.54 0.50 0.58
Bulg. 0.48 0.40 0.61
Maced. 0.48 0.38 0.65
Arabic 0.42 0.30 0.68

Table 2: Table showing the results of subsequent experi-
ments on the test set

than for the English data, the ranking showed that
the system still generalized considerably better than
most other approaches. Section 5 discusses some
possible explanations and describes additional ex-
periments aimed at shining light at this question.

5 Discussion

We hypothesize that two mechanism that might
have contributed to the system’s generalization ca-
pacity. First, the preprocessing (particularly the
NER step) might have made the model more gen-
eralizable. Second, the seq2seq RNN module to
learn the labels might have been particularly good
at capturing the relationships between the labels

In order to investigate these hypotheses, we ran
additional experiments in which we left out parts
of the system to investigate what happened to the
performance. The results are summarized in table 2.
All of these models were trained on train, validation
and development set and tested on the test set (there
was no development set as no additional fine-tuning
was performed). Note that this is different from the
original submission, that was trained on the training
and validation set, validated on the development
set, and tested on the test set; the manipulations
made in the post-hoc experiments should thus be
compared to the results in the upper row of table
2, which is a re-run of the model as described in
section 2, but trained on the 1000 more memes of
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the development set.
Our first hypothesis was that the preprocessing,

especially the NER, helped the system generalize
better to unseen languages. However, this seems
not to be the case. Taking out only the NER mod-
ule let to a slight drop in performance in English,
but a better performance in the other languages.
A possible explanation is the non-ubiquity of the
name Mark: replacing people with ’Mark’ might
not actually be helpful if ’Mark’ is not adapted to
the specific language. Skipping all preprocessing
steps (other than adding the embeddings) actually
improved performance for English (even though
taking out only the NER led to a drop, suggesting
this might actually have been a very helpful step
for the English data), but made hardly any differ-
ence for the other languages when compared to the
setting without NER.

Our second hypothesis was that the RNN module
was especially helpful for generalization. Either
module alone performed worse than the three mod-
ules combined for all languages (apart from the first
module, that reached the same F1 for Arabic), so
the influence of the label-generating RNN should
not be overestimated. On the other hand, when
comparing the performance of module 1 with the
performance of module 2, we see that the difference
is the same for English and Bulgarian, and bigger
for both Macedonian and Arabic. This might mean
towards the second module actually being a bit
more important in the zero-shot setting, but more
research is required.

Our full model had remarkably high recall, but
low precision. Looking at the performance of mod-
ules 1 and 2 separately suggests that this is mainly
due to module 1 (and, possibly, module 3, that
is very similar to module 1 in architecture). This
pattern is the same across languages and modifi-
cations. This is not very surprising; erroneously
generating the EOS token once makes the module
stop predicting labels, and given that every training
instance has an EOS token, it is very common and
the chance of it being produced erroneously is rela-
tively high. Moreover, the RNN stops generating
strings when the maximum string length of 50 is
reached. We thus re-ran the base model (including
development model) with a maximum string length
of 100 for the RNN (table 2). This resulted in the
best model thus far for the zero-shot setting due
to improved precision, but the performance for the
English test data fell marginally. This is a further
indication that the RNN module is indeed crucial

to the zero-shot classification.
Adding the development data (i.e. training the

model on more data) seems marginally helpful for
English (+0.01 point F1) but marginally unhelpful
for Macedonian (-0.01 point F1) and Arabic (-0.03
point F1). If the strength of our system indeed lies
in it learning the relationships between the labels
of the hierarchy, it is likely that a smaller amount
of data was just enough to learn this, and adding
more data just makes the model overfit.

6 Conclusion

This paper described the system used to generate
the test submissions for subtask 1 of task 4 of Se-
mEval 2024 ’multilingual detection of persuasion
techniques in memes’. We proposed a system con-
sisting of different neural modules, the most in-
novative of which was an RNN that was trained
to generate sequences that reflect the position of
the relevant labels in the hierarchy. Our model did
not perform particularly well on the English data,
but compared to the other teams, it generalized un-
expectedly well to other languages in a zero-shot
setting. We conducted some additional experiments
to find out what might have contributed to this. We
found that our preprocessing steps (normalization
and NER) did not make the model more generaliz-
able, but we did find some evidence that the RNN
module might have played a role as hypothesized.

We see plenty of possibilities to improve on our
original idea in the future. First of all, we would
like to explore the performance of different types
of embeddings. We found that our system as a
whole had a high recall, but a low precision; how-
ever, the RNN module showed the exact opposite
pattern, having high precision and low recall. Al-
lowing the RNN output in module 3 to be longer
(up to 100 tokens) partially alleviated this prob-
lem and improved performance. We hypothesize
this is because the EOS token is generated too eas-
ily. Somehow raising a barrier for the module to
generate the EOS token might help to improve its
recall. Implementing an attention mechanism in the
final module could also help aleviate this problem.
Other options to explore are a NER preprocess-
ing step that better generalizes to other languages
than just replacing people with "Marks". Finally,
it would be interesting to explore the capabilities
of a hierarchical-path generating RNN with more
sophisticated layers (GRU or LSTM), or combined
with a convolutional model.
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