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Abstract

In this paper, we introduce our system for
all three tracks of the SemEval 2024 EDiReF
Shared Task 10, which focuses on Emotion
Recognition in Conversation (ERC) and Emo-
tion Flip Reasoning (EFR) within the domain
of conversational analysis. Task-Track 1 (ERC)
aims to assign an emotion to each utterance
in the Hinglish language, a code-mixed lan-
guage between Hindi and English, from a pre-
defined set of possible emotions. Tracks 2
(EFR) and 3 (EFR) aim to identify the trig-
ger utterance(s) for an emotion flip in a multi-
party conversation dialogue in Hinglish and
English text, respectively. For Track 1, our
study spans both traditional machine learning
ensemble techniques, including Decision Trees,
SVM, Logistic Regression, and Multinomial
NB models, as well as advanced transformer-
based models like XLM-Roberta (XLMR), Dis-
tilRoberta, and T5 from Hugging Face’s trans-
former library. In the EFR competition, we
developed and proposed two innovative algo-
rithms to tackle the challenges presented in
Tracks 2 and 3. Specifically, our team, Innova-
tors, developed a standout algorithm that pro-
pelled us to secure the 2nd rank in Track 2,
achieving an impressive F1 score of 0.79, and
the 7th rank in Track 3, with an F1 score of
0.68.

1 Introduction
With advancements in science and technology, the rise
of social media has increased remote conversations with
different people, resulting in a great deal of linguistic
diversity. India is the country with the highest number
of users on multiple social media platforms like Face-
book, WhatsApp, Instagram, etc. Hinglish remains the
most widely used code-mixed language on social media
platforms.

A primary challenge associated with code-mixed lan-
guages revolves around the misidentification of parts
of speech (POS) Atrey et al., 2012. This issue arises
when individuals attempt to simultaneously utilize the
vocabulary of both languages, leading to the failure

*first author, equal contribution

of current state-of-the-art machine learning algorithms.
Another significant problem identified in code-mixed
language is the absence of context within conversations.
Unlike traditional emotion detection ML models for
pure languages, where a single sentence might suffice
to detect emotion, this approach proves inadequate for
code-mixed languages like Hinglish. In Hindi-based
conversations, context plays a pivotal role in determin-
ing emotion Bansal and Lobiyal, 2021.

The data provided by the organizers of SemEval 2024
Task 10 Kumar et al., 2024 for the task comprised
conversational episodes, each containing multiple ut-
terances from different speakers. For Track 1 Kumar
et al., 2023b, the data included a list of speakers and
their utterances, with emotion being the target variable.
In contrast, Track 2 Kumar et al., 2022 and Track 3
Kumar et al., 2023a provided utterances and emotions,
with triggers as our target variable. Upon examining
the training data, we identified an imbalance in the emo-
tion classes, particularly illustrated in Table 1. To ad-
dress this discrepancy, we applied a range of sampling
techniques to effectively rectify the imbalance. Further
details about the data are discussed in Section 2.

For Track 1, we employed two approaches: ensemble
methods and the transformer approach. In the ensem-
ble methods, we utilized classic ML models such as
Random Forest, SVM, Multinomial Naive Bayes, and
Logistic Regression, complemented by hyperparameter
tuning. For our transformer approach, our main strat-
egy involved creating a pipeline consisting of two main
parts: the first deals with converting Hinglish to English,
and the second detects emotion from the English output
provided by the first. Thus, the pipeline takes Hinglish
as input and outputs the corresponding emotions.

For tracks 2 and 3, where we had to detect emo-
tion flips in Hinglish and English conversations, respec-
tively, we developed an algorithm that identifies the last
emotion flip of every user. The algorithm takes entire
episodes as input and outputs the presence of triggers.

Upon evaluating our approach on the testing set with
F1-score as the evaluation metric, we obtained a score
of 0.28 for Track 1, 0.79 for Track 2, and 0.68 for Track
3.

The rest of the paper is organized as follows: Sec-
tion 2 talks discusses the dataset provided by organiz-
ers for all three tracks , and Section 3 deals with ex-
isting research for several code-mixed tasks focusing
on Hinglish text. Further in the paper, we discuss our
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EMOTION TRAIN TEST VALID
Neutral 3,909 656 633
Joy 1,596 349 228
Sadness 819 155 126
Anger 558 142 118
Fear 542 122 88
Contempt 514 82 74
Surprise 441 57 66
Disgust 127 17 21
TOTAL 8,506 1,580 1,354

Table 1: Figure showing distribution and count of emo-
tions for Track 1.

proposed solutions in Section 4. Section 5 gives the
experimental setup .Then Section 6 describes the per-
formance of the different approaches along with key
findings. Finally in Section 7 we have concluded our
discussion.

2 Background
The dataset provided for Track 1 was supplied by the
organizers. It consisted of episodes, each containing
several sets of utterances in Hinglish. For every utter-
ance, the dataset included the speaker responsible for
the utterance, all formatted in JSON. Table 2 offers a
glimpse into the Track 1 dataset for one of the episodes.

For Track 2, the data was similar but included an
additional column for triggers. A trigger was set to 1 for
the last emotion flip of every speaker, while it remained
0 for all other utterances. The primary distinction for
Track 3 was the language of the utterances, which was
English.

Upon analyzing the dataset, we identified eight emo-
tions: Neutral, Joy, Sadness, Anger, Fear, Contempt,
Surprise, and Disgust.

In addition to the organizer’s data, we utilized the
Hinglish-Top dataset. This dataset features two columns:
English (en) and Hinglish (hi-en). We primarily em-
ployed this dataset for the Hinglish-to-English conver-
sion component within our pipeline architecture.

3 Related Work
The task of emotion detection and classification has been
extensively researched in the context of monolingual
data. However, studies focusing on code-mixed text,
especially in Indian languages like Hindi mixed with
English, are limited due to the scarcity of sufficient
data and the absence of a standardized approach for
processing code-mixed text.

Foundational research on emotion identification
within social media content written in a code-mixed
Hindi-English pattern was conducted by Sasidhar et al.,
2020. They compiled a dataset of 12,000 code-mixed
Hindi-English texts from various sources, annotating
them with emotions such as happiness, sadness, and
anger. Their study utilized feature vectors generated by

a pretrained multilingual model, and the classification
models were derived from deep neural networks. No-
tably, the CNN-BiLSTM approach achieved a classifi-
cation accuracy of 83.21%, outperforming other models
tested in their research.

Wadhawan and Aggarwal, 2021 introduced a deep
learning-based technique to recognize emotions in
Hindi-English code-mixed tweets. This technique lever-
ages transformer-based models along with bilingual
word embeddings produced by Word2Vec and Fast-
Text techniques. Their experimentation with CNNs,
LSTMs, bi-directional LSTMs, and a variety of deep
learning models and transformers, including BERT,
RoBERTa, and ALBERT, revealed that the transformer-
based BERT model surpassed all others, achieving an
accuracy of 71.43% according to their findings.

Bohra et al., 2018 focused on detecting hate speech
in social media content that mixes Hindi and English
codes, using two distinct classifiers: the Random Forest
Classifier and the Support Vector Machines (SVMs).
Due to the large feature vectors generated by their study,
they employed the chi-square feature selection tech-
nique to reduce the size of their feature vector to 1,200.
Their findings indicated that SVMs, when utilizing all
attributes, outperformed the Random Forest classifier
with a maximum accuracy of 71.7% . Additionally, they
discovered that Word N-Grams were more effective with
the Random Forest Classifier, while Character N-Grams
achieved the best results in SVM.

Patil et al., 2023 conducted a comparative analy-
sis of numerous transformer-based language models
pre-trained through unsupervised methods, focusing
on Hindi and English with mixed codes. Their study
included non-code-mixed models such as AlBERT,
BERT, and RoBERTa, as well as code-mixed models
like HingBERT, HingRoBERTa, HingRoBERTa-Mixed,
and mBERT. Models based on HingBERT, specifically
trained on authentic code-mixed text, yielded state-of-
the-art results on related datasets.

Employing the SentiMix code-mixed dataset, Ghosh
et al., 2023 proposed a transformer-based multitask
framework for sentiment identification and emotion clas-
sification. They enhanced the pre-trained cross-lingual
embedding model, XLMR, using task-specific data to
improve overall efficiency and leverage transfer learning
more effectively.

Singh, 2021 discusses the outcomes of various meth-
ods used for sentiment analysis on Hinglish-written so-
cial media content, with Twitter serving as a primary
example. The data was converted using Fasttext embed-
dings, count vectorizers, one hot vectorizers, doc2vec,
word2vec, and tf-idf vectorizers. Singh employed a
range of machine learning techniques, including SVM,
CNN, Decision Trees, Random Forests, Naïve Bayes,
Logistic Regression, and ensemble voting classifiers,
to create the models. The evaluation was based on the
F1-score (macro), with the ensemble voting classifier
achieving the highest F1-score of 69.07%.
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Speaker Utterances Emotions
Indu Wo great hoga! Thanks! Joy
Monisha Me abhi tumhare liye new bana deti hun! Joy
Indu momma! hath chhodiye dad! Sad
Monisha Oh no! Kya hua? Sad
Indu Aaj to bhot awful day tha! Sad

Table 2: Utterances Example from training

Train Test Valid
TRACK 2 No. of episodes 4,893 385 389

No. of utterances (unique in brackets) 98,777 (10,460) 7,690 (3,650) 7,642 (3,577)
Avg. utterances per episodes (approx.) 20 20 20

TRACK 3 No. of episodes 4,000 1,002 426
No. of utterances (unique in brackets) 35,000 (7,831) 8,642 (2,107) 3,522 (924)
Avg. utterances per episodes (approx.) 9 9 8

Table 3: Track 2 and Track 3 episode-emotion distribution

4 System Description
4.1 Transformer Approach
To translate Hinglish to English and subsequently iden-
tify emotions from the translated text, we have devel-
oped a two-stage pipeline leveraging the power of trans-
fer learning and pre-trained models from Hugging Face

In the first stage, we utilize the model developed by
sayanmandal 1 as our foundational model from Hug-
ging Face. This choice was motivated by its initial
proficiency in translating between Hindi and English.
To tailor its capabilities more closely to our Hinglish
dataset, we applied transfer learning techniques, train-
ing it on the Hinglish TOP. dataset2 by Agarwal et al.,
2023.This process resulted in a notable improvement in
translation accuracy, as evidenced by achieving a BLEU
score of 18.0863%. The model adeptly takes Hinglish as
input and outputs the corresponding English text, laying
the groundwork for the subsequent emotion analysis.

For the second stage, the English text output from
the first model is processed to extract emotional context.
We employed the model of j-hartmann 3 from Hugging
Face as the baseline for this task. Originally, this model,
based on distilRoBERTa, was trained on a diverse ar-
ray of datasets sourced from Twitter, Reddit, student
self-reports, and TV dialogue utterances. However, it
did not include ’contempt’ among the eight emotion
classes specified by the project’s guidelines. Therefore,
we adapted and further trained this model to recognize
the additional emotion class, ensuring a comprehensive
analysis of the emotional spectrum in the translated
English text.

4.2 XLM-Roberta
XLM-Roberta Conneau et al., 2020 has the ability to
process text in Hinglish, a smooth blend of Hindi and En-

1sayanmandal/t5-small_6_3-hi_en-to-en
2Hinglish TOP dataset
3j-hartmann/emotion-english-distilroberta-base

Figure 1: Transformer Architecture along with an exam-
ple
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glish, since it is proficient in over 100 languages, includ-
ing Hindi and English. Its deep linguistic knowledge,
reinforced by 2.5 terabytes of training data, enhances its
comprehension of Hinglish’s emotional nuances. In our
work, we trained XLM-Roberta on a particular Hinglish
emotion detection dataset using pre-trained weights. It
was able to perform better and comprehend Hinglish
emotions better as a result.XLMR model helped us to
improve the overall performance significantly.

4.3 T5
T5 Raffel et al., 2020 demonstrates an impressive abil-
ity to comprehend the subtleties of Hinglish, a lan-
guage that combines Hindi and English.It served as
a good option for translating Hinglish because of its
encoder-decoder architecture, which can easily handle
code-switching, non-standard syntax, and transliteration.
In our work, we fine-tuned the T5 model proposed by
sayanmandal2 on Hugging face with hyperparameters
given in Table 6 on the external Hinglish TOP Dataset
2, which comprises 3,92,439 translations of Hinglish
text into English. As a result, the model outperformed
generic models in its ability to comprehend the particu-
lar complexities and differences in the dataset.

4.4 Distilroberta
DistilRoBERTa is computationally efficient and per-
fect for evaluating the frequently enormous amounts of
translated text data because it is smaller as compared
to RoBERTa and is capable of recording long-range
dependencies in text. DistilRoBERTa was pre-trained
on two enormous text corpora: BookCorpus and the
English Wikipedia making the model more exposed to
a wider range of linguistic patterns and improving its
understanding of the semantic relationships found in
text, both of which help the model identify different
emotions. We used the j-hartmann 3 model of Hugging
Face in our approach to recognize emotion from trans-
lated Hinglish text to English because of its inherent
ability to recognize emotions. This helped us navigate
any possible emotional nuances that were offered during
translation, which strengthened our pipeline approach
and increased the accuracy of the detection.

4.5 Random Forest
In Random Forest every tree conducts an independent
examination of the data and makes predictions using pre-
determined feature criteria. A majority vote among all
trees determines the final decision, providing resistance
against noise and overfitting.Based on certain features
like Word frequencies, part-of-speech tags, and senti-
ment lexicons, the model branches out and divides the
input recursively until it reaches leaf nodes, which stand
for expected emotions. The layered structure allows you
to investigate the characteristics that contribute most to
various emotion categories, providing you with a cer-
tain level of interpretability. Furthermore, we received
higher results from the Random Forest Cutler et al.,
2012 trials than from several other methods.

4.6 SVM

Support Vector machines (SVMs) are a useful tool for
emotion identification applications because they can
quickly scan high-dimensional text input and generate
respectable results even with a limited amount of train-
ing data. SVMs Evgeniou and Pontil, 1999 excel at
determining which feature space hyperplane most effec-
tively separates different emotional classes, capturing
the key characteristics that set each emotion apart.SVM
proved to have a pretty decent F1 score as compared
to other ensemble methods. It is so because of its ro-
bust hyperplane-based classification approach. The al-
gorithm then uses statistical techniques to select the
optimal line to split the different groups represented in
Hearst et al., 1998.

4.7 MNB

Multinomial Naive Bayes (MNB) Kibriya et al., 2005
is a computationally efficient method for handling large
datasets with great appropriateness. Using word fre-
quency, it determines the likelihood that a text belongs
to each emotion class. The steps in MNB include calcu-
lating the likelihood of every word, utilizing the Bayes
theorem, and normalizing the probabilities. The final
probabilities, which indicate the likelihood that a text
belongs to each emotion, are produced by subtracting
the estimated probability for each class from the total
of the probabilities for all classes.

4.8 Logistic Regression

The linear classification model Logistic Regression
Maalouf, 2011 offers a trustworthy and understandable
solution for our emotion detection challenge. To fore-
cast the likelihood of each emotion class, it uses a linear
combination of input features extracted from the data.
The objective variable (or output) in a classification
problem, y, can only accept discrete values for a specific
set of features (or inputs), X Cox, 1958. Only when
a decision threshold is added does logistic regression
transform into a classification technique based on the
sigmoid function.

4.9 UnderSampling and Oversampling

In our experimental endeavors, we explored both over-
sampling and undersampling techniques Mohammed
et al., 2020 to address class imbalances within our
training dataset. The necessity for such interventions
became evident as the ’neutral’ class dominated the
dataset—outnumbering instances of emotions like ’sad’
and ’anger’ by nearly double, and ’disgust’ by an as-
tounding factor of thirty. This disproportion threatened
to skew the learning process, potentially biasing the
model towards the overrepresented classes.

To mitigate this, we employed oversampling strate-
gies, particularly focusing on the minority classes. By
replicating instances from these underrepresented cat-
egories, we aimed to achieve a more equitable distri-
bution across all emotions. This technique not only
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Algorithm 1
Require: A dictionary of episode data with each entry

containing a speaker, utterances, and the emotion
associated with that speaker.

Ensure: A list indicating the trigger points, where each
trigger point is set to 1.0 in case of a flip trigger and
0.0 elsewhere.

1: Initialization:
2: Initialize context: A dictionary to store each

speaker’s emotions and their indices like {emotion :
indices}.

3: Initialize lastFlipForEverySpeaker: An empty list
to store the indices of the last emotion change for
each speaker.

4: Build Context:
5: for each speaker in the episode data do
6: if the speaker is not in context then
7: initialize their context
8: end if
9: append a dictionary {emotion: index} to the

context for the current speaker
10: end for
11: Identify Last Emotion Changes:
12: for each speaker in the context do
13: Initialize lastFlip to 0 and lastEmo to ’null’.
14: for each emotion index in the speaker’s context

do
15: Extract emotion and index from the context.
16: if lastEmo is not equal to emotion then
17: Set lastFlip to index.
18: Set lastEmo to emotion.
19: end if
20: end for
21: Append lastFlip - 1 to lastFlipForEverySpeaker.
22: end for
23: Initialize Trigger List:
24: Initialize trig as a list of 0.0s with a length equal to

the number of speakers.
25:
26: Mark Trigger Points:
27: for each speaker index do
28: if the speaker’s index is in lastFlipForEveryS-

peaker then
29: set the corresponding element in trig to 1.0.
30: end if
31: end for
32: return trig as the list of trigger points.

Algorithm 2
Require: A dictionary episodes with keys ’speakers’

and ’labels’.
Ensure: A list of triggers for each episode, where each

trigger list has a 1.0 for the second last conversation
and 0.0 for the rest.

1: Algorithm:
2: Determine the number of speakers in the episode.
3: Initialize an empty list named trig to store trigger

flags.
4: for each speaker in the episodes[’speakers’] list do
5: if the speaker is not the second-to-last one then
6: append "0.0" to the trig list, indicating a

non-trigger condition.
7: else
8: append "1.0" to the trig list, indicating a

trigger condition.
9: end if

10: end for
11: return a tuple consisting of the trig list from the

episodes dictionary.

prevented the majority class from monopolizing the
learning dynamics but also ensured that the model re-
ceived ample exposure to each emotion. As a result, the
capability of our model to accurately recognize emo-
tions that were previously underrepresented saw signifi-
cant improvement. Conversely, undersampling was also
considered a method to harmonize the dataset. This
approach involves reducing the instances of the major-
ity class to match the numbers of the minority classes,
thereby leveling the playing field. However, while un-
dersampling can effectively reduce bias towards over-
represented classes, it also entails the risk of losing
valuable information by discarding data.

Overall, we concluded that oversampling helped in
the training process by giving each emotion class equal
weight, and unlike undersampling, there was no loss of
data.

4.10 Metrics Used F1 Score
For evaluating our model, we used the F1 score as our
metric, which is given as the harmonic mean of precision
and recall.

F1 = 2× precision× recall

precision+ recall
(1)

Here, precision is the number of samples correctly
predicted out of the number of samples predicted in that
category. Recall is the number of samples predicted
correctly out of the number of samples present for that
class.

5 Experimental Setup
5.1 Data Preprocessing
Data preprocessing steps like lowercasing,stopword re-
moval,punctuation removal and stemming were per-
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Figure 2: Data Preprocessing Overview

formed before feeding text data into ensemble learning
methods as shown in Figure 2. Emotion classification
improves model performance by reducing noise, nor-
malizing text, and enhancing feature extraction because
of data prerocessing.

5.2 Vectorisation for ensemble methods
Word2Vec translates words into numerical vectors that
represent their relationships to other words as well as
their meanings. These vectors are valuable because they
convey semantic understanding rather than merely in-
dicating word presence. CBOW Mikolov et al., 2013,
which predicts words based on context, and Skip-gram
are two significant Word2Vec architectures. In our ex-
periment, Word2Vec was utilized to convert processed
text into vectors, which were then inputted into ensem-
ble learning models for emotion prediction.

6 Result

Track1 Track2 Track3
Our F1 Score 0.28 0.79 0.68
Our Rank 27 2 7
Max F1 Score 0.78 0.79 0.79

Table 4: Leaderboard Results

6.1 Key Findings
Our models demonstrated enhanced efficiency when the
input data was augmented using minority oversampling.
The input data exhibited a significant class imbalance,
leading the model to predominantly recognize the dom-
inant class. To address this issue, we employed both
undersampling and oversampling techniques. Oversam-
pling notably improved model performance, as indicated
in Table 5, because it enabled the model to learn about
the minority classes more effectively. We adjusted all
feature sizes to match that of the dominant class size (in
this case, ’neutral’).

As illustrated in Figure 3 and Figure 4, our Algorithm
1 approach for Tracks 2 and 3 showed a considerable
number of false positives, or negative samples incor-
rectly predicted as positive, amounting to 959. This
figure was substantially higher than that observed in
Algorithm 2, which was only 68. The count of false
negatives in Algorithm 1 was comparable to that in Al-
gorithm 2 (68 and 99, respectively), though Algorithm 1

Figure 3: Confusion Matrix for Algorithm 1 on test data
of track 2

Figure 4: Confusion Matrix for Algorithm 2 on test data
of track 2

was slightly more effective than Algorithm 2 in reducing
false negatives.

In summary, instances of being erroneously classified
as 0s were marginally higher in Algorithm 2, whereas
instances of 0s being wrongly classified as 1s were sig-
nificantly higher in the case of Algorithm 1.

7 Conclusion

In our participation in SemEval 2024 Task 10, we em-
braced two approaches: first, ensemble methods, and
next, a transformer pipeline for our experiments in Track
1. Our analysis revealed a compelling insight: even
marginal enhancements in translation accuracy can lead
to substantial improvements in emotion classification
outcomes. This underscores not only the importance of
the sentence itself but also the critical role of contextual
understanding in accurately leveraging this foundational
insight. We developed and proposed two distinct algo-
rithms designed to adeptly navigate the challenges of
emotion flip recognition in Tracks 2 and 3.

Furthermore, our experiments highlighted the effec-
tiveness of oversampling as a strategy to counteract
the dataset’s imbalance—a challenge characterized by
a striking 30:1 ratio between dominant and minority
classes. This technique emerged as a performance en-
hancer, enabling our models to achieve a more bal-
anced understanding and representation of all emotional
classes. Through these methodical and strategic efforts,
we contributed valuable insights to the field and also
demonstrated our algorithms’ potential to transform
emotion recognition practices.
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APPROACH F1 SCORE
DT 0.2495
DT (Undersampled) 0.2255
DT (Oversampled) 0.2578
SVM 0.2297
SVM (Undersampled) 0.2602
SVM (Oversampled) 0.2830
Multinomial Naive Bayes 0.1945
MultinomialNB (Undersampled) 0.2209
MultinomialNB (Oversampled) 0.2623
Logistic Regression - Softmax 0.2242
Logistic Regression - Softmax (Undersampled) 0.2584
Logistic Regression - Softmax (Oversampled) 0.2809
Logistic Regression - OvR 0.2242
Logistic Regression - OvR (Undersampled) 0.2584
Logistic Regression - OvR (Oversampled) 0.2809
Random Forest Classifier 0.2418
XLMR Approach 0.2626
Pipeline Approach 0.2688

Table 5: F1 Scores for Different Approaches used in Track 1

Parameter Value
learning_rate 2e-05
train_batch_size 32
eval_batch_size 64
seed 42
gradient_accumulation_steps 2
weight decay 0.01
optimizer (Adam with betas) (0.9, 0.999)
epsilon 1e-08
lr_scheduler_type linear
num_train_epochs 100
mixed_precision_training Native AMP

Table 6: Hyperparameters for Fine Tuning
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