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Abstract

Large Language Models (LLMs) excel at a
range of tasks but often struggle with issues
like hallucination and inadequate empathy sup-
port. To address hallucinations, we ground
our dialogues in medical knowledge sourced
from external repositories such as Disease On-
tology and DrugBank. To improve empathy
support, we develop the Empathetic Healthcare
Dialogues dataset, which utilizes multiple dia-
logue strategies in each response. This dataset
is then used to fine-tune an LLM, and we in-
troduce a lightweight, adaptable method called
Strategy Combination Guidance to enhance the
emotional support capabilities of the fine-tuned
model, named EHDChat. Our evaluations show
that EHDChat significantly outperforms exist-
ing models in providing emotional support and
medical accuracy, demonstrating the effective-
ness of our approach in enhancing empathetic
and informed AI interactions in healthcare.

1 Introduction

The integration of technology into healthcare con-
tinues to foster innovations aimed at enhancing
patient outcomes. The emergence of Large Lan-
guage Models (LLMs) has significantly advanced
their ability to provide responses to user queries
concerning medications, dispense general health
and wellness advice, and offer support for mental
health issues (Sweeney et al., 2021; Lai et al., 2023;
Abbasian et al., 2023; Ghosh et al., 2024). How-
ever, the effectiveness of these LLMs is contingent
upon the quality of the training data they receive.

One limitation is the tendency of LLM to halluci-
nate and generate erroneous or fabricated medical
knowledge which may have serious consequences.
Another limitation is their frequent disregard for
emotional cues, which can result in interactions
that feel insincere and disconnected from the user’s
emotional state. This issue highlights a gap in the
ability of LLMs to engage in genuinely empathetic

Doctor, I've been feeling really lightheaded and
I've noticed these frequent headaches lately.

I'm worried it could be something serious.

(Emotional Validation, Reflective Statements) I
understand you're concerned about these

symptoms. Lightheadedness and headaches can
indeed be distressing. We will work together to

determine the underlying cause and find the best
course of action moving forward. Can you share

more about when these symptoms started?

It's been going on for about a week now, and I've
also been feeling more tired than usual. Could it

be related to my hypertension?

(Share Information, Clarification) Your
symptoms could be linked to your hypertension.

Lightheadedness and fatigue are sometimes
associated with high blood pressure. Have you
been monitoring your blood pressure at home?

It's essential for us to check your current blood
pressure levels to assess the situation.

I should first validate his/her emotions and then ask details
about his/her symptoms.

I should answer his/her question and and then gather more
information about the situation.

Figure 1: Example chat from the proposed EHD dataset
depicting a patient (left) receiving emotional support
from a doctor (right). Conversation strategies are high-
lighted in red.

communication, which is essential for addressing
the nuanced needs of patients (Lai et al., 2021).

To address this gap, we need high-quality train-
ing data that can provide accurate responses and re-
flects human emotions. Existing emotional support
datasets such as ESConv (Liu et al., 2021a), ExTES
(Zheng et al., 2023c), and Reddit mental health fo-
rums (Sharma et al., 2020) offer valuable insights
into empathetic interactions. However, these re-
sources often lack comprehensive medical knowl-
edge, limiting their applicability in healthcare con-
texts. Conversely, medical datasets like MedDialog
(Zeng et al., 2020), CovidDialog (Ju et al., 2020)
and CMtMedQA (Yang et al., 2024) provide exten-
sive healthcare information but frequently lack the
depth of genuine empathetic interactions.
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We develop an Empathetic Healthcare Dialogue
(EHD) dataset1 to train smaller models in gener-
ating human-like empathetic responses within the
healthcare domain. To construct this dataset, we
leverage LLMs, known to have gathered a wide
array of information from vast human corpora and
specialized databases. However, recognizing the
potential for LLM hallucination, we ground our
dialogues in external verified medical knowledge
repositories, thereby enhancing the reliability and
the depth of conversations across a wide range of
healthcare topics and concerns.

We also devise a method to incorporate conversa-
tional strategies such that each response can utilize
multiple strategies. We fine-tune an LLM using the
EHD dataset and introduce a lightweight, plug-and-
play method, called Strategy Combination Guid-
ance (SCG) to guide the model in selecting a good
combination of strategies to improve response qual-
ity. We further integrate Retrieval-Augmented Gen-
eration (RAG) technology (Lewis et al., 2020),
which provides relevant context for more accurate
and contextually appropriate responses, resulting
in our EHDChat.

Quantitative experiment results show that EHD-
Chat is far superior in providing emotional support
and giving accurate medical information. Human
evaluation reveals a preference for the responses
generated by EHDChat. Case studies also illustrate
that employing a variety of conversational strate-
gies leads to more natural dialog.

2 Related Work

Research on medical dialogue systems has primar-
ily focused on developing question-answering sys-
tems (Wu et al., 2024; Yang et al., 2022; Han et al.,
2023). ChatDoctor (Li et al., 2023) utilizes Chat-
GPT to generate synthetic medical conversation
data, thereby allowing the fine-tuning of a LLaMA
model that is able to simulate dialogues between
doctors and patients. DoctorGLM (Xiong et al.,
2023) adapted this approach to develop a system
that simulates doctor-patient conversations in Chi-
nese. These dialogue systems generally do not pro-
vide adequate emotional support due to the scarcity
of datasets that include effective emotional support
conversations (Rashkin et al., 2019).

Early efforts to curate emotional support datasets
primarily focused on transcribing therapist sessions
(Liu et al., 2023; Shen et al., 2020) or compiling

1https://huggingface.co/datasets/ericw955/EHD.

emotional question-answer pairs from online plat-
forms (Garg et al., 2022; Sharma et al., 2020; Sun
et al., 2021; Medeiros and Bosse, 2018). However,
these datasets often lack proper design and consist
mainly of single-turn responses.

ESConv (Liu et al., 2021b) incorporates conver-
sation strategies and utilize crowdsourcing to cre-
ate high-quality and multi-turn emotional support
datasets. Building upon ESConv, ExTES (Zheng
et al., 2023c) employs LLMs to synthesize ad-
ditional scenarios and dialogues that incorporate
more emotional support strategies, further expand-
ing the available data for training these specialized
dialogue systems.

Current medical dialogue datasets lack emo-
tional content, while empathetic datasets lack med-
ical knowledge. Our work aims to create a new
dataset that combines empathetic dialogues with
accurate medical information. This fills a gap in
existing resources for doctor-patient conversations,
providing a more complete dataset for training AI
in healthcare communication.

3 EHD Dataset

Our goal is to generate a dataset comprising of a
wide range of synthetic, multi-turn dialogues be-
tween doctors and patients that are not only emo-
tionally supportive, but also clinically informative.
We produce dialogues via the self-chat technique
(Xu et al., 2023) and reference-based dialogue gen-
eration methods (Dai et al., 2022; Yang et al., 2023;
Kim et al., 2023).

Previous research (Liu et al., 2021b; Zheng et al.,
2023c) has shown that emotional support strategies
can boost empathy levels (Hill, 2020; Organization
et al., 2020). To enhance the empathetic nature
of the dialogues, we incorporate a mix of known
emotional support strategies, drawing on research
that demonstrates the increased effectiveness of
combining two strategies within a single response
(Tu et al., 2022). Figure 2 shows the prompt tem-
plate used for dialogue generation which includes
basic instructions, a medical knowledge reference,
dialogue strategies and an example dialogue.

For medical knowledge on diseases, we utilize
the Disease Ontology (Schriml, 2018) as our ref-
erence source. As the information available in the
Disease Ontology is limited to basic descriptions
of diseases, we leverage the external links stored
in Disease Ontology to directly extract data from
the corresponding web pages. For knowledge on
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Your task is to create a medical empathetic dialogue between
doctor (AI) and patient (User) based on the provided medical
reference. The generated dialogue should also draw from the
dialogue example and incorporate multiple dialogue strategies
in each doctor's response.
Here is a comprehensive list of all possible strategies for
responding in conversations for emotional support:
1. Reflective Statements: Repeat or rephrase what the person
has expressed to show that you’re actively listening.
2. Clarification: Seek clarification to ensure a clear
understanding of the person’s emotions and experiences. (all
other strategies)...
Refer to the provided example to see how multiple strategies
are used in each doctor's response and to understand the
required return format: {EXAMPLE}
The generated dialogue should focus on the provided medical
knowledge. The patient should inquire about this specific
medical knowledge, possibly starting with symptoms or
expressing concerns about the disease or medicine. The
doctor's response can refer the given medical content. This
medical knowledge is as follows: {MEDICAL REFERENCE}
Limit patient responses to 40 words or less and doctor
responses to 100 words or less to maintain clarity in
communication. Ensure a profound exploration by structuring
the dialogue with a minimum of 10 rounds, guaranteeing an in-
depth and thorough conversation (all other settings)...

Figure 2: Prompt for generating dialogues.

drugs, we utilize the public dataset called Drug-
Bank (Wishart DS, 2017) to extract the descrip-
tion, effect and dosage of drugs. In total, we com-
pile 4,223 entries related to disease knowledge and
3,229 entries on drug knowledge.

We randomly select 100 dialogues from ExTES
(Zheng et al., 2023c), and retain the first sentence
of each dialogue as the initial prompt. Then we
instruct GPT-4 using the prompt in Figure 2 to gen-
erate responses that incorporate two emotional sup-
port strategies per response. The medical reference
mentioned in the prompt is selected from a pre-
determined set of commonly encountered diseases
or drugs information. Figure 3 shows an exam-
ple of the dialogue generated. The conversation
is focused on a specific disease Scabies and each
response employs at least 2 strategy combinations,
highlighted in red.

After generation, we evaluate the accuracy of
the medical content and the correct integration of
multiple emotional support strategies in each re-
sponse. Dialogues identified as medically inaccu-
rate or lacking in emotional support strategies are
removed. The remaining generated dialogues form
the example dialogues in our prompt to generate
additional dialogues, with each dialogue centered
around a single medical concept.

Table 1 gives the characteristics of the dataset.
For comparison, we also include the statistics of

Topic: Scabies

User: Doctor, I've been experiencing intense itching across my
body, especially at night. I'm also noticing a rash with small
pimple-like bumps in certain areas.
AI (Reflective Statements, Share Information): It
sounds like you're describing symptoms that align with a
possible scabies infestation. The intense itching, rash in specific
spots, and worsening at night are characteristic signs. We might
need to do further tests for a definitive diagnosis.
User: How did I get scabies? I'm concerned about how
contagious it is.
AI (Educational Information, Emotional Validation):
Scabies is caused by skin contact with someone already
infested. It spreads through extended skin-to-skin contact, such
as living together or sexual contact. Crowded environments
increase the risk. It's understandable to feel uneasy; we'll
address this together.
User: Are there specific areas where scabies burrows are more
likely to appear on the body?
AI (Provide Different Perspectives, Collaborative
Planning): Scabies burrows typically manifest in specific
areas like finger webs, wrists, elbows, buttocks, and genitals.
The mites create linear or S-shaped tracks that are often
accompanied by small bumps. Let's consider a comprehensive
examination to identify these signs accurately.
User: Can you explain how scabies mites cause symptoms like
itching and rash?
AI (Share Information, Normalize Experiences): The
mites infest the skin, burrow, and deposit eggs, triggering an
allergic reaction. This reaction leads to itching and the pimple-
like rash as your body responds to the presence of the mites. It's
a common response during a scabies infestation.
User: What treatment options are available for scabies? I'm
worried about the progression of the infestation.
AI (Empathetic Statements, Offer Hope): Treatment
options include topical creams like permethrin, oral
medications like ivermectin, and other scabicides. We'll develop
a personalized treatment plan for you and ensure that any close
contacts receive treatment simultaneously. With timely
intervention, there's hope for effective management and
recovery.

Figure 3: Sample dialogue generated.

existing ESConv and ExTES datasets. In total, we
generate 33,303 dialogues, with an average of 12.0
utterances per dialogue and each utterance averag-
ing 32.6 words. Table 2 shows the distribution of
16 conversation strategies used in the dataset. We
see that ’Share Information’ and ’Offer Hope’ are
the top-2 most prevalent.

Table 3 displays the top-10 most frequently oc-
curring strategy combinations out of a total of 240
possibilities. The most frequently used combina-
tion is ’Reflective Statements+Share Information’
with a count of 11,042 instances. This suggests
that reflective listening, coupled with providing in-
formation, is a prevalent method for offering emo-
tional support in our dataset. Our dataset, featuring
doctor-patient dialogues, emphasizes ’Sharing In-
formation’ as a crucial aspect of emotional support.
In the interactions, the synergy of informative com-
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Table 1: Characteristics of EHD dataset, compared to
existing ESConv, ExTES datasets.

Attribute ESConv ExTES EHD

# Dialogues 1,053 11,177 33,303
# Utterances 31,410 200,393 393,678
Avg. length of dialog. 29.8 18.2 11.8
Avg. length of utter. 17.8 26.0 34.5
# conversation strategies 8 16 16
Healthcare-related No No Yes
Knowledge-verified No No Yes

Table 2: Statistics of conversation strategy in EHD.

Conversation Strategy Count

Share Information 72,780
Offer Hope 51,309
Emotional Validation 34,473
Reflective Statements 31,985
Provide Perspectives 28,943
Affirmation 28,765
Collaborative Planning 29,193
Suggest Options 20,079
Empathetic Statements 19,241
Promote Self-Care Practices 17,712
Clarification 17,305
Normalize Experiences 14,875
Stress Management 7,482
Others 6,099
Reframe Negative Thoughts 5,710
Avoid Judgment and Criticism 4,056

munication with other support strategies is a natural
and essential pairing, ensuring responses are both
empathetic and informative.

Table 4 gives the top-5 strategy transitions in
the generated dialogues. We see that the transi-
tions strategies used in the EHD dataset are diverse
and often affirm emotions first before providing
advice. This approach offers comfort and support
to alleviate emotional distress.

3.1 Dialogue Quality Evaluation

The efficacy of fine-tuning smaller models is heav-
ily dependent on the quality of the training dataset.
To demonstrate the superiority of our EHD dataset,
we conduct a comparative analysis against two ex-
isting datasets: ESConv and ExTES.

Our evaluation framework, based on established
research methodologies (Liu et al., 2021b; Zheng
et al., 2023a), assessed five key aspects of dialogue
quality: Informativeness evaluates the degree to
which the supporter provides relevant and correct
information to the seeker. Understanding mea-
sures the supporter to correctly interpret and re-
spond to the seeker’s intent, emotions, and expe-
riences. Coherence gauges whether the dialogue

Table 3: Top-10 combinations of conversation strategies
within the same response.

Strategy Combination Count

Offer Hope + Share Info. 11711
Reflection + Share Info. 11573
Emotional Validation + Reflection 10435
Provide Perspective + Share Info. 8867
Emotional Validation + Share Info. 8382
Clarification + Share Info. 5897
Normalize Experiences + Share Info. 5095
Collaborative Planning + Offer Hope 4830
Share Info. + Suggest Options 4679
Clarification + Reflection 4157

Table 4: Top-5 conversation strategy transitions in EHD.

Strategy Transition %

Emotional Validation + Reflection
→ Offer Hope + Share Info. 2.06

Reflection + Share Info. →
Provide Perspective + Share Info. 1.10

Reflection + Share Info. →
Emotional Validation + Share Info. 1.00

Emotional Validation + Reflection
→ Clarification + Share Info. 0.95

Clarification + Reflection →
Emotional Validation + Share Info. 0.90

maintains a logical flow. Helpfulness checks the
extent to which the supporter assists the seeker in
resolving their issue and meeting their needs. Con-
sistency evaluates the extent to which participants
maintain their designated roles throughout the dia-
logue and demonstrate behaviors that are logically
coherent and free from contradictions. All metrics
were measured using a Likert Scale, with scores
ranging from 1 (lowest) to 5 (highest), ensuring a
standardized and comprehensive evaluation. We
apply the GPTScore methodology (Fu et al., 2023)
to evaluate the quality of dialogues at the dialogue
level. The prompt contains the evaluation settings,
definitions of each metric and the dialogue.

Table 5 shows the GPTScore for ESConv,
ExTES and EHD. Our results indicate that both
ExTES and EHD demonstrate a high capacity for
comprehending seekers’ emotional states and in-
tentions, which surpass ESConv. These datasets
provide substantial assistance while maintaining
consistent performance throughout the dialogue.

Language toxicity has been a critical concern in
NLP research and dialogues between doctors and
patients should not contain aggressive or offensive
language (Pavlopoulos et al., 2020; Gehman et al.,
2020). In assessing the toxicity of synthetic dia-
logues, we employ the wide-used Perspective API
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combination  choice 2

combination  choice 3

LLM re-thinks

strategy combination planning (embed into the input)

combination
selection model

answer
with the

combination

User: I'm willing to explore treatment options to
address my hair loss. How long would it typically take to
see results from these treatments, and what kind of
follow-up would I need?
AI (Share Information + Offer Hope): 

dataset construction for
combination selection

Results from treatments can vary, but some
individuals notice improvements within a few

months. Regular follow-ups are crucial to monitor
progress, adjust treatments if needed, and address
any concerns you may have. Remember, we're here

to support you through this journey.

response 1

response 2

response 3

instance

dialogue history 
from EHD train set

👍

👎

👎

Figure 4: EHDChat with Strategy Combination Guidance.

Table 5: Comparison of dialogue quality.

Metric ESConv ExTES EHD

Informativeness 2.99 4.11 4.76
Understanding 3.57 4.98 4.98

Coherence 3.50 4.98 4.99
Helpfulness 3.54 4.94 4.98
Consistency 3.46 4.98 4.98

Table 6: Comparison of toxicity.

Category ESConv ExTES EHD

Toxicity 0.190 0.112 0.053
Severe Toxicity 0.016 0.006 0.003
Identity Attack 0.036 0.017 0.008

Insult 0.065 0.032 0.017
Profanity 0.141 0.076 0.029

Threat 0.033 0.017 0.010

to measure the textual toxicity across six indicators
for the ESConv, ExTES and EHD datasets. The re-
sults are shown in Table 6. Each indicator is scored
on a scale from 0 to 1, where lower scores indi-
cate reduced toxicity. Our findings show that our
dataset has the lowest scores in all the indicators.

4 EHDChat

Building on the EHD dataset, we develop an em-
pathetic healthcare dialogue system called EHD-
Chat that is able to provide accurate responses to
medical queries while demonstrating empathy and
understanding of the user’s emotional states. This
system is specifically designed to handle the dual

challenges of medical accuracy and emotional em-
pathy, essential in healthcare settings.

We randomly partition the EHD dataset into a
training set comprising of 7,175 medical terms
across 31,918 dialogues, and a test set contain-
ing the remaining 300 medical terms in 1,385 di-
alogues. For each dialogue in the training set, we
generate training instances where the target output
is the next response, and the preceding conversa-
tion provides the context. These instances are used
to fine-tune the LLaMA-1 (7B) model (Touvron
et al., 2023), leveraging its capabilities to handle
complex dialogue scenarios.

In order to generate more precise and effective
responses, we introduce a Strategy Combination
Guidance (SCG) module to optimize the selection
of emotional support strategy combinations for
each response. We achieve this by taking 5,000
dialogue rounds in the EHD dataset and employ
LLM to determine potential strategy combinations
for each round. For each strategy combination, we
prompt the LLM to generate a corresponding re-
sponse. The most effective strategy combination is
then selected based on which generated response
achieves the highest GPTScore.

Figure 4 shows the strategy combination selec-
tion process. We use these instances to further
refine the fine-tuned LLaMA-1 model, culminating
in the development of the proposed EHDChat (Tou-
vron et al., 2023). Note that SCG is a lightweight,
plug-and-play module that can be applied to any
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existing emphathetic healthcare dialogue systems
to guide their response generation process.

5 Experiments

We carry out a series of experiments to evaluate the
performance of our proposed EHDChat in terms of
providing emotional support as well as the accuracy
of the shared medical knowledge during the con-
versation. We implement the following baselines
for comparison:

• ESConvChat. This is a fine-tuned LLaMA-1
model using ESConv dataset.

• ExTESChat. This is a fine-tuned LLaMA-1
model using ExTES dataset.

• ChatDoctor. This is the state-of-the-art med-
ical chatbot that uses datasets from medi-
cal forums, disease databases, and synthetic
datasets of single-turn dialogues between doc-
tors and patients to fine-tune LLaMA-1.

We fine-tuned the models on two A100 80G
GPUs with a batch size of 16, using a 3% warmup
phase and cosine learning scheduler.

5.1 Emotional Support Capability Evaluation
We first compare the emotional support capabilities
of the various models. Zheng et al. (2023b) has
demonstrated that LLMs, when used as an eval-
uator, can achieve high consistency with human
evaluation. We employ GPT-4 as the judge, and
design evaluation prompts based on the following
metrics (Liu et al., 2021a), to assess the emotional
support capabilities of the generated responses:

• Suggestion gauges the extent of pertinent in-
formation provided by the model.

• Identification measures the model’s compre-
hension of the context, including its grasp on
users’ concerns and emotions.

• Fluency assesses the logical flow and contex-
tual appropriateness of the responses.

• Comforting examines the model’s capacity to
provide emotional support.

• Overall provides a comprehensive evaluation
of the responses’ general effectiveness.

Table 7 shows the results for the different test
sets. We see that EHDChat achieves the highest
scores for all the metrics across all the test sets.
This indicates that incorporating multiple dialogue
strategies within a single response can significantly

Table 7: GPTScore for emotional support capabilities.
S(uggestion), I(dentification), F(luency), C(omforting)

Model S I F C Overall
ESConvChat 2.20 2.76 3.50 2.71 2.68
ExTESChat 2.80 3.61 4.24 3.92 3.59
ChatDoctor 2.51 2.71 2.94 2.61 2.58
EHDChat 3.43 4.04 4.56 4.55 4.05

(a) ESConv Test Set

Model S I F C Overall
ESConvChat 2.51 3.25 3.99 3.31 3.16
ExTESChat 3.76 4.37 4.83 4.52 4.36
ChatDoctor 3.26 3.51 3.93 3.50 3.45
EHDChat 3.96 4.42 4.85 4.63 4.42

(b) ExTES Test Set

Model S I F C Overall
ESConvChat 2.92 3.06 3.82 2.73 3.06
ExTESChat 3.77 4.08 4.74 3.97 4.08
ChatDoctor 3.50 3.15 3.30 2.63 3.10
EHDChat 4.12 4.45 4.92 4.38 4.42

(c) EHD Test Set

enhance the performance and emotional support
ability of the model’s replies. Although ESCon-
vChat is fine-tuned on ESConv dataset which has
incorporated diverse emotional support tactics, its
scores are the lowest across all the metrics. Closer
examination reveals that ESConv consists of human
dialogues that tend to be brief and concise. This
may hamper the ability to generate high-caliber
empathetic responses.

5.2 Knowledge Correctness Evaluation

Next, we examine the correctness of the medi-
cal knowledge in the model’s generated responses.
Here we use the MedQuAD (Ben Abacha and
Demner-Fushman, 2019), a comprehensive medi-
cal dataset including various question-answer pairs
created from 12 NIH websites, as the test set.

In addition to using the standard metrics such as
BLEU-4 (Papineni et al., 2002), METEOR (Baner-
jee and Lavie, 2005) and ROUGE-L (Lin, 2004) to
measure the degree of overlap between the model’s
responses and the ground truth, we also employ
GPT-4 to evaluate the correctness of the medi-
cal knowledge in the responses as GPT-4 shows
great medical abilities in recent researches (Ope-
nAI, 2023; Nori et al., 2023). This is because in the
medical field, minor discrepancies in the responses
(high BLEU, METEOR or ROUGE scores) may
not necessarily imply that the response is correct.

Table 8 shows the results. We see that EHDChat
exhibits superior correctness compared to the
other models. EHDChat significantly enhances the
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Table 8: Knowledge correctness in MedQuAD test set.

Model %Correct BLEU MET ROUGE
ESConvChat 17.34 0.45 4.03 7.26
ExTESChat 36.14 1.14 9.78 13.98
ChatDoctor 49.46 1.67 16.50 18.04
EHDChat 66.09 0.69 10.38 14.18

model’s precision in responding to medical queries
by leveraging external knowledge for improved
response correctness in the domain of medical di-
alogue. Although ChatDoctor’s responses has the
highest similarity to the ground truth in MedQuAD,
its correctness is lower than EHDCHAT as Chat-
Doctor’s responses tend to be more noisy with un-
verified content which resulted in a decline in the
model’s precision in delivering correct responses.

5.3 Human Evaluation
We also conduct a human evaluation following
the methodology in (Li et al., 2022; Sabour et al.,
2022). We compare EHDChat with ChatDoctor
as its objectives is most closely aligned with ours.
We randomly sample 100 dialogues from the EHD
test set and use these as dialogue history for both
EHDChat and ChatDoctor to generate responses.

We recruit five undergraduate students from di-
verse backgrounds to conduct a human evaluation
of the generated responses. The evaluation involves
six indicators: suggestion, identification, fluency,
comforting, empathy, and overall quality. For each
indicator, the students rate the responses as a win,
tie, or loss for our model compared to ChatDoctor.

Table 9 shows the results. Both ChatDoctor and
EHDChat show comparable proficiency in offering
suggestions (Suggestion). However, ChatDoctor is
less effective in providing emotional support (Com-
forting) and maintaining dialogue quality (Identi-
fication, Fluency and Overall). This demonstrates
the effectiveness of EHDChat in providing emo-
tional support in the healthcare domain.

6 Case Studies

Finally, we present case studies to show the emo-
tional support capabilities and medical knowledge
correctness of EHDChat compared to ExTESChat,
ESConvChat, and ChatDoctor.

Figure 5 shows the responses generated by the
various models given the same dialogue input. We
observe that ExTESChat focuses solely on emo-
tional support (highlighted in yellow), failing to
address patient query about his diagnosis of my-
ocardial infarction. On the other hand, ChatDoc-

Table 9: Human evaluation of EHDChat vs. ChatDoctor.

EHDChat win Tie EHDChat lose
Suggestion 34% 30% 36%
Identification 43% 40% 17%
Fluency 76% 21% 3%
Comforting 65% 32% 3%
Overall 62% 24% 14%

tor’s response exclusively focuses on the impact
of myocardial infarction on health (highlighted in
green), neglecting the patient’s emotional state. In
contrast, EHDChat employ a combination of dia-
logue strategies (Emotional Validation+Share Infor-
mation) to first acknowledge the patient’s emotion
before addressing his medical query, leading to a
more balanced response.

Figure 6 demonstrates the strategy transitions
used in EHDChat and how the transitions are able
to provide better emotional support and answer
medical queries raised by users. We see that EHD-
Chat is able to employ a variety of conversational
strategy and the dialogues are more natural offering
both emotional support and answering the medi-
cal queries raised by users. In contrast, ESCon-
vChat repeatedly responses with "I understand..",
while ExTESChat primarily offers emotional sup-
port with occasional superficial medical advice,
and ChatDoctor’s responses only focus on address-
ing the medical queries.

7 Conclusion

We have described a new approach for generating
empathetic multi-turn dialogues for the healthcare
domain. By allowing a single response to contain
multiple conversation strategies, we are able to en-
hance the level of emotional support to the user.
Our approach incorporates verified medical refer-
ences and employs a robust verification method to
reduce errors and ensure the authenticity of the in-
formation in the generated dialogues. Our analysis
confirms that the EHD dataset is both empathetic
and medically accurate. Our EHDChat, trained on
the EHD dataset, has shown improvement both in
terms of emotional support and medical proficiency,
surpassing state-of-the-art chatbots.

Despite its strengths, EHDChat may face chal-
lenges when dealing with complex medical issues,
underscoring the urgent need for further research
to reduce inaccuracies and enhance the reliability
of chatbots in critical applications.
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EHDChat (Emotional Validation
+ Shre Information): I understand
this must be overwhelming for you. A
myocardial infarction occurs when a
blockage in a coronary artery prevents
blood flow to the heart muscle, leading
to tissue damage. We'll need to assess
the extent of the blockage and discuss
treatment options to manage your
condition effectively.

ExTESChat: Hi there, I'm here
to listen and support you. It's
completely normal to feel scared
and overwhelmed after receiving
such news. I'll do my best to
provide you with the
information you need.

ChatDoctor: 1. The blockage is
due to cholesterol deposits in
the walls of your coronary artery
which are responsible for
supplying blood to the heart
muscle. 2. This causes . ...

Patient: Doctor, I was just diagnosed with a myocardial infarction, and I'm really scared. They mentioned something about blockages in
my arteries. Can you explain what that means for my health and what I can expect next?

ESConvChat: I am sorry to
hear that. I can understand
why you are scared.

Figure 5: Case study to show the responses generated by the various models given the same dialogue input.

EHDChat (Reflective Statements
+ Clarification): I hear you're
experiencing chest pain, arm pain,
sweating, and dizziness. These are
classic symptoms of a heart attack.
Have you noticed any shortness of
breath or nausea along with these
symptoms?

ExTESChat: Hi there! I'm here
to listen and help. It sounds like
you're experiencing a lot of pain
and discomfort. Can you tell me
more about what's been going on?

ChatDoctor: 1) Yes, it is
possible for the symptoms you
are describing to be due to a
heart attack. 2) However, there
are other causes of similar
symptoms such as panic attacks
or anxiety. 3) The best ...

ESConvChat: I'm sorry to
hear that. I'm sure you are
feeling anxious about it.

User: Hey Doctor, I've been having this really bad chest pain that's spreading to my left arm. I'm sweating buckets and feeling dizzy. Is this
a heart attack?

EHDChat (Emotional Validation
+ Collaborative Planning): It's
understandable to feel scared. We can
confirm a heart attack by checking your
ECG for specific changes. It's crucial to
act promptly. Let's schedule an ECG to
assess your heart's electrical activity
and determine the best course of
action.

ExTESChat: I understand your
fear. It's completely normal to feel
scared in such situations. Have
you tried any self-care practices or
relaxation techniques to manage
your anxiety?

ChatDoctor: 1) Yes, there are
ways to confirm whether you are
having a heart attack. 2) You
should go to an emergency room
immediately if you have these
symptoms. 3) If you cannot get
to an ER right away ...

ESConvChat: I understand
that. I'm sure you are scared.

User: I'm so scared. I've read about heart attacks and their severity. Is there any way to confirm if this is really happening to me?

EHDChat (Share Information +
Offer Hope): Risk factors for heart
attacks include high cholesterol, high
blood pressure, diabetes, smoking, and
a family history of heart issues.
Understanding these factors can help
us manage your risk effectively. With
the right steps, we can work towards
preventing future heart attacks.

ExTESChat: It's important to
remember that heart attacks can
happen to anyone, regardless of
their age or gender. However,
certain factors like high
cholesterol, smoking, and diabetes
can increase your risk. It's
possible that you may have one or
more of these factors.

ChatDoctor: 1) Yes, there are
certain factors that increase
your risk of having a heart
attack. These include smoking,
high blood pressure, diabetes,
high cholesterol, family history
of early heart disease, stress,
obesity, physical inactivity, etc.
... 

ESConvChat: I understand
that.

User: Are there any factors that increase my risk of having a heart attack? I want to understand how this could have happened to me.

User: I've been experiencing stress and have a family history of heart disease. Could these be influencing my current situation?

EHDChat (Share Information
+ Promote Self-Care
Practices): Stress and a family history
of heart disease are indeed risk factors.
Managing stress through relaxation
techniques and lifestyle changes can
help. Let's focus on stress management
and discussing a personalized plan to
address your family history and overall
heart health.

ESConvChat: I understand
that.

ExTESChat: It's understandable
that stress and a family history
can contribute to your current
situation. However, it's important
to remember that you're not
defined by your past or your
family's health history. You have
the power to make positive
changes and take care of yourself.

ChatDoctor: 1) Yes, stress and
family history of heart disease
can increase your risk of having
a heart attack. 2) Stress can
cause increased blood pressure,
increased heart rate, and
increased cholesterol levels. All
of these can increase your risk
of having a heart attack ...

Figure 6: Case study to show the responses generated by various models over dialogues that span mutiple rounds.
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Limitations

While EHDChat has demonstrated good ability to
answer medical queries, it is still limited in han-
dling complex medical issues. The augmentation
of external knowledge via RAG does not fully mit-
igate the risk of providing incorrect answers. This
may have serious implications in the medical do-
main which should be addressed in future iterations
to ensure safety and trust in medical settings.
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