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Abstract

Successful social influence, whether at indi-
vidual or community levels, requires expertise
and care in several dimensions of communica-
tion: understanding of emotions, beliefs, and
values; transparency; and context-aware behav-
ior shaping. Based on our experience in iden-
tifying mediation needs in social media and
engaging with moderators and users, we devel-
oped a set of principles that we believe social
influence systems should adhere to to ensure
ethical operation, effectiveness, widespread
adoption, and trust by users on both sides of
the engagement of influence. We demonstrate
these principles in D-ESC: Dialogue Assis-
tant for Engaging in Social-Cybermediation,
in the context of AI-assisted social media me-
diation, a newer paradigm of automatic mod-
eration that responds to unique and changing
communities while engendering and maintain-
ing trust in users, moderators, and platform-
holders. Through this case study, we identify
opportunities for our principles to guide future
systems towards greater opportunities for posi-
tive social change.

1 Introduction

AI systems for social influence in communications
are often viewed with suspicion, especially when
they exert social influence explicitly, which can be
seen as potentially malicious. While AI is increas-
ingly used in social influence, ethical guidelines
and principles typically focus on philosophical per-
spectives for black-box systems, rather than pro-
viding practical guidance for ethical methods and
implementations (Zhou et al., 2020). We believe
that effective and responsible social influence sys-
tems require not only oversight, but awareness of

the socioemotional landscape and transparent mod-
els based on that landscape.

We consider one target domain as moderation
or mediation on social media platforms, where AI-
based approaches are often embedded in a socioe-
motional context, but lack direct engagement with
user emotions. Moderation typically relies on cate-
gorical rules such as “No personal attacks” or “No
racial slurs”, which fail to address shifts in commu-
nity tone, focus, and overall health of discussion.
Communities can radicalize over time through in-
teractions that to not explicitly violate community
rules. Additionally, what is considered harmful
or disruptive can evolve (dos Santos et al., 2024),
influenced by factors such as a user’s platform his-
tory (Cheng et al., 2021), requiring more adaptable
and holistic mediation strategies.

Ethical AI-assisted social influence is a nuanced
and challenging problem, especially in this domain.
Maintaining community health may require lim-
iting user freedoms, which can foster perceived
censorship and contribute to radicalization. Ef-
fectively addressing undesirable behavior requires
understanding both disinformation tactics and in-
dividual responses to communication from others.
Community health is also dynamic, requiring on-
going adaptation even within a single community.

We believe there are a set of guiding principles
that can provide a guiding framework for tackling
these and other challenging domains in the realm
of social influence systems. These principles are
shown in Figure 1 and were developed by building
on prior work in sociolinguistics, psychology, and
social cybersecurity, and then incorporating lessons
learned from designing and deploying our work
with feedback from moderators.
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Figure 1: The principles we posit as enabling ethical
and effective social influence systems in complex so-
cioemotional environments.

Social media serves as a valuable example for
broader social influence dynamics, as complex in-
teractions can occur in various emotion-laden con-
texts such as negotiation, decision-making, disaster
relief, or patient-caregiver interactions. We intro-
duce D-ESC (Dialogue Assistant for Engaging in
Social-Cybermediation) as a case study for com-
prehensive social influence systems.

A key contribution of D-ESC is its inclusion of
multiple components that facilitate positive social
influence by detecting and addressing potentially
undesirable behaviors in social media communi-
ties. Through a mixture of tested natural language
processing (NLP) techniques for emotion and senti-
ment detection and novel topic-based, stance-based
(Mather et al., 2021), soft logic, and generative
approaches, D-ESC analyzes emotional dynamics,
generates deescalation responses while adhering to
community guidelines, and provides explainable
predictions for those responses. These components
form a framework for analyzing, modeling, and
influencing communities with human oversight, en-
abling exploration of potential interventions.

We briefly cover prior social influence work that
could benefit from integrating fundamental princi-
ples of social influence in complex socioemotional
environments, then highlight these opportunities
specifically in the domain of social media moder-
ation. We then outline core principles we adhered
to in developing D-ESC, and describe their imple-
mentation. Finally, we cover potential future appli-
cations that demonstrate the broad applicability of
this case study beyond social media mediation.

2 Prior Work

Existing AI-assisted social influence work includes
systems for improving attitudes and communica-
tive behavior (Anastasiou and De Liddo, 2023),
persuading users to give to charitable organizations
(Tran et al., 2022), and safeguarding online com-
munities through early identification of antisocial
users (Cheng et al., 2021). Emotional awareness
has been used to produce prosocial responses to
other individuals’ statements of negative emotions
(Zhao et al., 2023). Other efforts analyze human
social influence techniques in social media (Tan
et al., 2016), suggest less inflammatory language
in the form of paraphrases (Som et al., 2024), and
position AI as a “moral crumple zone” to protect
human relationships by taking the blame for failed
communications (Hohenstein and Jung, 2020).

In social media, AI-assisted social influence ef-
forts typically follow a binary approach: either re-
move posted content or allow it to remain (Diaz and
Hecht-Felella, 2021). Some platforms implement
zero-tolerance policies with explicit rules against
prohibited content, hate speech, harassment, vio-
lence, or other harmful or illegal content (Facebook,
November, 2022; Twitter, March, 2023; YouTube,
2019). However, these methods may not effectively
address the complex dynamics of online communi-
ties, overlooking the cumulative impact of interac-
tions (Massanari, 2017; Suler, 2004). Additionally,
adopting machine learning for scalable detection,
as reviewed by Balayn et al. (2021), has led to
manual moderation in response to errors, raising
concerns of discrimination, as some populations
are more frequently mis-classified than others.

Automated mediation differs from automated
moderation in its shift from removing problem-
atic content to fostering dispute resolution and pro-
moting civil discourse within online communities.
Automated mediation systems are still in early re-
search stages, for example, within the legal field
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(Roos, 2023; Bergman, 2023). More recent work
has explored Large Language Model approaches
for social mediation (Cho et al., 2024) and political
discourse (Argyle et al., 2023), but these methods
do not posit methods for awareness of community
dynamics prior to influence. Our work aims to
influence users to engage more positively in their
community, and to encourage moderators to sup-
port the community rather than just enforcing rules.

3 Core Principles of Social Influence
Systems

In developing social media mediation systems, en-
gaging with potential users, surveying related work,
and considering future applications, we have estab-
lished a set of core principles for successful social
influence systems. We define “successful” in terms
of high scores for a) adoption (likelihood of use),
b) trust (perceived as a positive, trustworthy agent),
c) effectiveness (achieving intended social influ-
ence), and d) alignment (mirroring human social
influence skills). Whereas prior work has focused
on task-specific metrics such as influence outcome
or partner perception (Chawla et al., 2023), our
metrics are intended to apply more broadly—at
both individual and societal levels—capturing key
dimensions deemed crucial for the role social influ-
ence systems in society.

We begin by outlining our proposed principles of
social influence system design, and then describe
how we work to achieve these principles in our
D-ESC mediation system.

3.1 Assess the socioemotional environment

A key part of social influence is understanding the
social context and the emotions that driving be-
havior. The focus must be on both expressed emo-
tions and the underlying emotions that lead to them.
Many prior systems use sentiment as a proxy for
understanding emotion, but sentiment measures of-
ten poorly reflect emotional state (Nandwani and
Verma, 2021). In social media communities, even
pro-social interactions can include profanity and
insults that build camaraderie, while polite or for-
mal interactions may reduce emotional support or
downplay justified outrage. Even in information-
centric communities, users may want to see social
and emotional support as part of the community
values (Worrall et al., 2021).

Upon reviewing D-ESC, social media modera-
tors have expressed concerns that an AI system

might not fully understand the context of interac-
tions. Moderators often witness false positives in
automated toxicity detection and are hesitant to
adopt similar tools due to AI’s lack of socioemo-
tional awareness. In emotion regulation agents,
users often complain that the agent does not seem
like a good listener or does not consider the specific
situation (Hopman et al., 2023). These examples
demonstrate that understanding the socioemotional
environment is key for adoption and effectiveness.

3.2 Identify and influence behavior early
Behavior change becomes harder once it is habit-
ual, making early interventions crucial for influ-
encing behavior before it turns harmful. Caught
early, social media users are more open to rephras-
ing their posts constructively. Caught late, with
options like removal or banning, users may feel un-
fairly targeted or suppressed. Historical data across
CNN, IGN, and Breitbart show that banned users
often posted more and elicit more replies, dispro-
portionately affecting their communities (Cheng
et al., 2021). Their antisocial behavior worsens
over time, underscoring the need for early detec-
tion and moderation.

Additionally, users may be unaware that their
behavior could lead to negative responses or be
perceived as inflammatory. Prior work on compu-
tational modeling of polarization on social media
suggests that early feedback is essential to prevent
extreme polarization and skepticism of alternative
views (Lim and Bentley, 2022). Early engagement
with the user offers the greatest potential and the
most options for influence.

3.3 Identify links between emotion and action
Online interactions have been characterized as in-
tentional social actions, with social and individ-
ual antecedents, as well as online and offline con-
sequences (Richard P. Bagozzi and Pearo, 2007).
Although social influence applications focus on
behavior, emotions often precede these behaviors.
Thus, considering and potentially influencing emo-
tions may be more effective than targeting behav-
iors directly, as seen in the BEND framework (Car-
ley, 2020), which targets human biases and emo-
tions to achieve behavioral change.

Emotions can also be weaponized by users, such
as trolling, even when not overtly violating com-
munity norms. This disrupts healthy communica-
tion and can even lure threads or entire commu-
nities into degenerative and polarized discussions
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through asymmetrical responses, such as: ignor-
ing, challenging, or inflaming others (Paakki et al.,
2021). While overt antisocial behaviors may be
easy to identify, covert antisocial behaviors require
more nuanced strategies focusing on emotional trig-
gers (Hardaker, 2013). Understanding these dy-
namics allows a social influence system to more
effectively influence users and adapt to external
and individual factors that may affect the influence.

3.4 Identify an individual’s values and
operate within them when possible

Interactions within a system must feel relevant and
valuable to users. Thus, AI-based social influence
systems must be grounded in human social and
emotional concepts. People are most influenced
by appeals to their own experiences and ideals, so
AI systems need a consistent base of support for
the perspectives they present. Social Judgment
theory (Sherif and Hovland, 1961) explains how
individuals respond to information in relation to
their existing attitudes, dividing ideas into accept-
able, indifferent, or unacceptable. Aiming for vast
changes in attitudes or behavior can lead to ineffec-
tive interventions at best, and harmful reactions at
worst, as disproportionate moderations can exacer-
bate undesirable behaviors (Cheng et al., 2021).

3.5 Model behaviors and emotions, and find
opportunities for influence

All AI-assisted social influence applications use
models, but these are often predictive without a
causal hypothesis, limiting opportunities for effec-
tive influence. In social media, individuals and
communities are often seen as unchanging, labeled
as “good,” “bad,” “toxic,” or “positive.” Even
when social influence is the goal, models typically
train on population data, learning general strategies,
rather than tailoring to individual attitudes and per-
sonalities. An effective social influence system
not only predicts responses to specific actions, but
also uses a causal model to explore individualized
strategies for influencing dynamic users.

3.6 Be transparent, interpretable, and reliable

Key barriers to AI adoption include lack of
transparency, questionable output interpretability,
and resulting distrust in the system’s effective-
ness (Bedué and Fritzsche, 2022). AI systems
must be both trustworthy and trusted, as users be-
come vulnerable by relying on them for desired
outcomes (Jacovi et al., 2021). Trust requires clear

and continuous evidence that the system will act
predictably and align with expected values and
policies. Users of the system to exert influence
must trust that the system will predictably act ac-
cording to their goals and ethical considerations,
while the influenced users must view the system’s
influence as either sufficiently valuable or inconse-
quential, when compared to its overall value. To
make informed decisions regarding this judgment,
users need transparency about system goals, contin-
uous oversight of system behavior, and safeguards
against misbehavior.

4 The D-ESC System

D-ESC is a multi-component system designed for
social media environments, either directly or in-
directly engaging with users, and providing auto-
mated feedback to moderators or administrators.
It has been deployed on Reddit, where it can post
to improve community health, offers a dashboard,
and generates natural language reports based on
observed activity. The dashboard allows modera-
tors to view potentially problematic posts or indi-
cators of impending conflict. A subreddit-specific
component encourages constructive discourse by
rewriting posts containing harmful language, while
maintaining the original intent. We present the data
and textual enrichments used, then describe how
each D-ESC component aligns with the principles
of effective social influence outlined above.

4.1 Data Description
Data is curated from several Reddit communities
using the PushShift API1 and the Python Red-
dit API Wrapper (PRAW),2 with daily collections
from November 2021 through June 2022 identify-
ing comments and posts removed by moderators
following Chandrasekharan and Gilbert (2019).

4.2 Textual Enrichments
A range of linguistic dimensions, such as emotions
or sentiment, are extracted from each post to pro-
vide human-interpretable values. These serve as
low-level features that are used in D-ESC compo-
nents or combined to form classifiers and genera-
tive models. Off-the-shelf tools classify text based
on emotion,3 sentiment,4 and toxicity (Hanu and
Unitary team, 2020), though these measures can

1https://files.pushshift.io/reddit/
2https://github.com/praw-dev/praw
3hf.co/bhadresh-savani/distilbert-base-uncased-emotion
4hf.co/nlptown/bert-base-multilingual-uncased-sentiment
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be overly sensitive to profanity (which can be used
in non-toxic contexts). Each comment and post
is also summarized using a fine-tuned version of
flan-t5-xxl,5 and moral foundations (Haidt and
Joseph, 2004) are extracted based on prior work.

5 D-ESC Approach

D-ESC’s components address the challenges of
moderation and mediation, while advancing key
principles for successful AI-assisted social influ-
ence. The following subsections correspond with
the principles outlined in Section 3. The connec-
tion of these methods to those principles is shown
in Figure 2.

5.1 Assessing the Socioemotional
Environment in Social Media

D-ESC analyzes the socioemotional environment
by examining social media for expressed and un-
expressed attitudes, beliefs, emotions, and experi-
ences. A key tool is stance detection (Mather et al.,
2021), which identifies topic-driven beliefs and de-
termines the corresponding attitude based on belief
and sentiment strength. For example, the statement
I really regret having an abortion yields the follow-
ing stance representation, with specific values for
belief and sentiment: REGRET(abortion),belief-
strength=3.0,sentiment=-1.0,attitude=-3.0. This
allows D-ESC to focus moderation efforts on the
underlying attitudes expressed in posts.

Stance detection uses lexical resources to ex-
tract hidden mental states related to specific topics.
While previous approaches, like those of Mather
et al. (2021), use semi-automatic processing with
human input to create domain-relevant lexicons,
D-ESC builds these lexicons fully automatically. It
does so by computing predicate-argument pairs and
then directly uses these as belief types, streamlin-
ing the process and enhancing the system’s ability
to moderate based on the nuanced understanding
of user beliefs and attitudes.

Through stance detection and automatic resource
building on controversial topics, D-ESC can target
specific beliefs expressed by authors and automat-
ically tailor its moderation techniques to reduce
post toxicity while preserving the message’s under-
lying content. Furthermore, applying this method
to highly toxic posts helps D-ESC to iteratively
refine its lexicon, improving the identification of
polarizing conversations that may need moderation.

5hf.co/jordiclive/flan-t5-11b-summarizer-filtered

5.2 Early Behavior Shaping

Individuals may not be aware that their behavior
could contribute to a degradation of community
health, and early, mild intervention can keep users
engaged while redirecting their communication to
be more constructive. We create a conversation de-
viation algorithm to predict whether a social media
post will provoke controversy. Data from Reddit
reveals that many heated debates start with seem-
ingly innocuous comments or posts that gradually
deviate from the main topic, leading to contentious
interactions. For example, in a subreddit focused
on sharing COVID-related tips for working from
home, a question about mask mandates or vaccina-
tions might spark controversy as it diverges from
the ongoing discussion.

Due to the unavailability or costliness of labeled
data, we adopt an unsupervised approach, training
a classifier head on top of the encoder of a large
language model (T5), with posts from various sub-
reddits. Posts are arranged chronologically in a
sliding window of length L, shifting one post at a
time. Posts within the same subreddit are labeled
as normal (0).

To create controversy-provoking chains for train-
ing, we randomly select a post from a different sub-
reddit and replace the last post in the window with
the chosen post. Since this last post is from an un-
related subreddit, the topic will have deviated from
the flow of the analyzed subreddit. Accordingly, L
subsequent posts are labeled as 1 to indicate a devi-
ation from the associated subreddit’s theme. This
process is repeated across subreddits to generate a
training dataset without human annotation.

To assess the effectiveness of our method, we
collect data from the abortion subreddit on two
contentious days, labeling posts removed by mod-
erators on the second day as 1. Using the L-length
moving window technique, we test our model on
this real, annotated dataset. We achieve an accu-
racy of 78% compared to 74% accuracy in prior
moderation work that uses hand-annotated training
data (Chandrasekharan et al., 2019).

5.3 Modeling Emotional Actions and
Responses

Each social media community has unique emo-
tions, interactions, and moderation considerations.
Medical support communities may reward sympa-
thetic and careful responses to individual stressors
or struggles, while gaming communities might re-
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Figure 2: Illustration of how the D-ESC components address principles of AI-assisted social influence, with arrows
demonstrating cross-component communication, and outputs of each component at the bottom.

ward humor and witty insults. To automatically
learn community responses to emotions and values,
we use an approach based on soft logic and proba-
bilistic graphical models. Soft logic helps preserve
rule interpretability and allows reasoning about in-
put indicators with varying confidence levels, e.g.,
degrees of toxicity in posts. Specifically, we use
Probabilistic Soft Logic (PSL) (Bach et al., 2017),
which uses rules to encode a probabilistic graphical
model that can learn weights on rules and perform
inference over large volumes of indicator inputs.

We define a set of intervention rules in PSL and
test whether we can learn weights on these rules
that predict how Reddit moderators intervene on
posts in their communities. We implement three
types of intervention rules, each addressing differ-
ent types of evidence.

1. Community: Community conventions for
whether interventions are used (e.g., heavily
moderated vs. lightly moderated) and which
interventions are used (e.g., manual interven-
tion vs. automated moderation tools)

2. Indicator: Whether posts are outside commu-
nity norms, according to some indicator.

3. History: Patterns of unhealthy posts by the
same user (recommended in interviews with
actual moderators)

To represent community conventions, we use rules
like this:

w : ∀P.¬intervene(moderator, P, r/Argaming)
(1)

In the rule, P represents the post, moderator is
a specific intervention type, r/Argaming is a spe-
cific subreddit, and w is the weight on the rule,
which is learned. This example rule suggests that
in the subreddit r/Argaming, moderators rarely re-
move posts. If the learned weight w is large, we
are less likely to recommend such interventions for
that community.

Using a year’s data from a dozen subreddits,
we learn weights for all three types of rules. For
indicator rules, an example is:

w :∀P.enrich(sadness, P, r/Argaming)

→ intervene(moderator, P, r/Argaming)
(2)

This indicates that moderators of r/Argaming typ-
ically remove posts containing sadness. We rep-
resent indicator inputs with the predicate enrich,
where its soft truth value for post P is based on the
output of the indicator for P . Figure 3 summarizes
rule weights, where dark blue marks the interven-
tion types that are common for each community
to use, when encountering posts scoring high for
varying indicators. For example, moderators of
r/LabourUK tend to remove posts that are toxic.

After training on Reddit posts from November
2021 through June 2022, we evaluate the rules’
ability to predict interventions from June to Octo-
ber 2022. Figure 4 shows accuracy results for a
common intervention type, with soft truth values
predicting interventions, with R2 error between
zero and one. Our ablation study results demon-
strate that using all rules together (ALL) yields the
lowest error rate, suggesting future work to include
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Figure 3: Examples of weights learned on indicator intervention rules. Dark blue marks the intervention types that
are common for each community to use, when encountering posts scoring high for varying indicators.

Figure 4: Error (R2) for post interventions predicted
by learned intervention rules while ablating different
intervention rule types. Colors code different subreddits.

more indicators or improve rule structures to better
address community-specific emotional responses.

5.4 Applying Social Judgment Theory for
Constructive Discussion

A common phenomenon on social media is the
presence of “echo-chambers”, where a community
becomes isolated from outside opinions, leading
users to strongly align with a core set of values
(Sunstein, 2001). One potential application of so-
cial influence is an “echo-chamber burster,” which
helps users explore ideas outside of their commu-
nity. However, these echo chambers often include
toxic language towards outside views or commu-
nities, even absent direct interaction (Efstratiou
et al., 2022). Overcoming these barriers requires
presenting opposing views in a respectful tone and
considering emotions and values behind opinions.
Framed within Social Judgment Theory (Sherif and
Hovland, 1961), addressing echo chambers might
best be achieved by presenting users with language

that is within their latitude of acceptance – a range
of possible positions that may not be held by an
individual, but could be accepted by that individual.
We can view the latitude of acceptance as holding
not just standard ethical or political positions (or
stances), but additionally certain perspectives, lan-
guage, or emotions that might be acceptable within
a given context.

To reduce toxicity and align communities within
this framework, we build on the system described
in Bose et al. (2023), which instruction-tunes a
770M T5-large6 model to rephrase highly toxic
posts while maintaining the style and meaning.
This approach is rated as more authentic than other
paraphrase methods (e.g., ChatGPT-3.5 baseline),
while retaining coherence and relevance to the orig-
inal content and context. With this work, we can
generate suggested cross-subreddit rephrasings to
express ideas across ideological divides (in this
case, opposing subreddits). The model can also
modify posts to reflect changes in emotions or val-
ues, and it can be tuned to match the language of
the target community, potentially leading to higher
rates of positive engagement.

5.5 Community Health Modeling and
Influence Prediction

A holistic, quantifiable perspective on community
health is necessary for assessing the effectiveness
of interventions and forming hypotheses. Com-
munity dynamics are complex, influenced by mod-
erator activity, which can be both a positive and
negative indicator of community health. To ad-
dress this, we focus on specific outcomes, such as
reducing unsubscribes, decreasing rule-breaking

6https://hf.co/google-t5/tf-large
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Figure 5: Logistic, Overshoot, and Collapse (LOC)
model to be fitted

posts, increasing the proportion of removed rule-
breaking posts, and higher downvote ratios for
toxic/unhealthy posts. These outcomes are mod-
eled to reflect the dynamics of a community in
response to a new post, comment, or moderation
event. Each such community activity has an asso-
ciated potential social impact, represented as an
effect on or of metrics such as emotion, toxicity,
moral foundations, and likelihood of moderation.

To augment our rule-learning approach for pre-
dicting community health and provide a more gen-
eral theory of moderation and online community
behavior dynamics, we explore such behavior using
a dynamic hypothesis model. However, subreddit
communities can deteriorate after initial growth due
to toxic posts, leading to a “collapse” in post quality.
We thus use System Dynamics (SD) Modeling and
Simulation (M&S) methodology (Sterman, 2000)
to simulate interaction between users, post qual-
ity, and moderation activity. Figure 5 shows the
model with interactions and weights on Users (U)
and Post Quality (Q), where weights learned on the
various relationships in the model provide a means
to tailor the model to the behavior of a particular
community. User movement can be tracked via
subreddit metadata, while Post Quality is defined
as a function of our learned textual and meta (i.e.
upvote ratio) indicators of posts that yield a positive
effect on the community.

We have begun experiments with learning model
weights for different subreddits, informed by en-
richments and moderator activity from Reddit. This
work moves us toward creating a “digital twin” of
social media communities, enabling intervention
testing in a simulated environment. Future model-
ing will help us analyze the broader impact of so-
cial influence and identify communities that could
benefit from our methods.

5.6 Explainable Intervention Models

D-ESC is designed for transparency and inter-
pretability, with human-understandable models and
features. We prioritize translating intervention rec-
ommendations into natural language explanations
to engage moderators in the analysis process for
influencing behavior. PSL model outputs are con-
verted into clear explanations for recommended
interventions, balancing reduction of moderators’
cognitive load with providing sufficient evidence
to support and elicit the recommended action.

Specifically, PSL rules consist of propositions
(each with a truth value [0,1]) that represent state-
ments about individual Reddit posts. We extract
all PSL rules that recommend interventions, ex-
cluding those with propositions having a truth
value below 0.5. For example, the proposition
0.95:ENR(’enrich_toxic’, ’id123’) indicates high-
confidence that post id123 contains toxic language,
while 0.03:INTER(’removed_by_author’, ’id123’) in-
dicates low-confidence that the same post will be
removed by its author. Thus, a rule that refers to
both propositions above would be removed, as not
all of its propositions are of high truth-value (≥0.5).

For each intervention, rules are grouped into
three categories: prior posts by the same author,
labeled feelings, and labeled sentiment polarity.
These are then aggregated and translated into
template-based natural language explanations for
the recommended moderation, similar to the ap-
proach in SPLAIN (Kazakova et al., 2019).

For example, a removal recommendation might
suggest past guideline violations:"At detection time,
74 posts by the same author had been removed by
Reddit.". Notice of a prior violation may hint at
community norms: "Historical data suggests that
posts expressing anger and sadness are frequently
removed by moderators.". These recommendations
and explanations are presented to Reddit modera-
tors through an interactive online dashboard.

We stress that interactivity is crucial for adoption,
as it allows moderators to access: 1) additional rea-
soning details, incident information, and historical
user or subreddit data; 2) streamlined moderator
actions (e.g., approving or rejecting moderations
with a single click); and 3) provision of moderator
feedback to improve the moderation models.

5.7 Modes of Operation

D-ESC was envisioned to operate flexibly in a va-
riety of situations, whether as a moderator tool, a
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user assistant, or an administrative analytic dash-
board. Our primary interfaces developed were an
automated posting capability, an explainable mod-
eration suggestion dashboard, and a post rephraser.

Fully automated posting of potential violations
of community guidelines could be enabled by PSL
moderation prediction (where moderation activity
is taken when the system confidently predicts a
moderator would take the same action), assisted
by topic-based behavior shaping. However, mod-
erators typically prefer a dashboard or report that
provides an opportunity to verify the system’s judg-
ment. We developed both moderator reports and a
dashboard with the Explainable Intervention Mod-
els providing a natural language description of the
rationale for a particular recommendation. In this
interface, moderators are able to see the recom-
mended action, then approve or deny it, with the
action then executed in the community.

Community Health Modeling was not fully im-
plemented in terms of a usable interface – however,
we expect such a system would provide a userful
tool for administrators of social media platforms, as
it provides a high-level analysis of community dy-
namics that can provide predictions as to whether
a community may be potentially turning toxic.

Finally, the method to apply Social Judgment
Theory for constructive discussion can be applied
in multiple ways. First, as a suggested alternative
for users before posting a potentially inflammatory
comment. Alternatively, we envision an automated
agent that could generate responses that steer the
discussion in a more constructive direction.

6 Future Work

D-ESC would likely benefit most from increased
interoperability and communication across com-
ponents to more fully deliver on the promise of
the principles outlined in this paper. For example,
we plan to use stances to guide toxicity reduction
in posts, ensuring important content is retained
through the rephrasing, and extend our PSL mod-
els with more enrichments and indicators. Further-
more, as there are various complex components,
an automatically learned process model for achiev-
ing specific outcomes could yield an effective use-
case applied to a specific community. Additionally,
while we originally positioned this primarily as a
moderator tool, there could be greater opportunities
for adoption as a tool for end-users of social media
to consider how best to engage with the community

using our knowledge of how that community would
likely respond to a post – thus influencing the user
towards pro-social behavior.

While we designed D-ESC to primarily operate
on social media platforms, we believe the overall
architecture could be applied to a wide variety of
domains. For example, individuals might use a
version of the system to consider how their social
interactions project certain values or beliefs, as cer-
tain expressions can lead to social isolation (Yang
and Nino, 2023). In patient-caregiver interactions,
careful mediation of communication might enable
both patients and caregivers to feel that their unique
challenges and stressors are understood, potentially
alleviating caregiver depression (Hua et al., 2021)
and burnout (de Souza Alves et al., 2019).

7 Conclusions

We have outlined a set of principles for social influ-
ence systems that serves as a framework for ethical,
effective, and widely adopted social influence ap-
plications. We demonstrate a system that follows
these principles, applying novel NLP and reasoning
techniques to enable moderators foster more con-
structive discussions. Additionally, we illustrate
how combining multiple indicators and techniques
provides a more tailored, nuanced approach to pos-
itive community influence.

There is more work needed to position this as
a comprehensive social influence system, with ad-
ditional interface development and fine-tuning to
broadly represent the interests of social media
communities. Nevertheless, we believe this inte-
grated system can be easily adapted to other do-
mains, including local community activism, patient-
caregiver dialogue, and disaster relief. Further-
more, we hope this work encourages the commu-
nity to consider integrated, complex social dynam-
ics and work to develop baselines and evaluations
that consider a holistic, multi-user environment.
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8 Limitations

Research in AI applied to social influence is rela-
tively new, with most discussions concerning the
harm of biased or unregulated AI systems that are
not explicitly intended for influencing individuals.
While we believe our work in the social media me-
diation space provides an useful starting point for
discussing broader principles, the nascent nature of
the field limits the claims we can make about the
broad applicability of our guiding principles.

Additionally, while we have some evaluations of
individual components, we encountered difficulties
in evaluating the system as a whole on a sufficiently
large dataset or environment. On Reddit, ground
truth instances of degradation of community health
are often primarily found in quarantined or banned
subreddits, which have little to no current activity
and would likely not be promising targets for me-
diation efforts. Moderation communities in larger
subreddits prioritize standard moderation practices
using Automod, and do not often see a need for me-
diation efforts. Smaller subreddits, especially those
that aim to provide an environment for respect-
ful discourse (e.g. r/AbortionDebate), are more
amenable to mediation intervention but have fewer
instances of mediation events to train on. Addition-
ally, such communities are rightfully concerned
about the potential side effects of AI mediation,
with a general protectiveness of users’ data and
personal experiences.

Finally, our work has empirically demonstrated
the unique behavioral and emotional factors in each
subreddit, but such diversity makes it more difficult
to evaluate the effectiveness of our approaches at
scale. Each subreddit had different moderation
techniques, community guidelines, media and post
types, and discussion typologies. Thus while we
believe our approaches could apply widely given
community-specific targets to learn, evaluating our
novel techniques at a scale sufficient for strong
research claims proved difficult.

9 Ethics Statement

The application of AI to research social influence
has a significant potential for amplifying existing
societal risks inherent in non-AI-based social influ-
ence research (Broom, 2006), as people may even
be more susceptible to influence from an AI system
(Riva et al., 2022). While we outline an approach
for ethically applying social influence (with trans-
parency, human-interpretable methods and analysis,

and with explanations provided to users as to the
goals of the system), there is nevertheless a risk
of negative outcomes for both an individual or a
community.

We have generally considered that more trans-
parency makes application of these systems more
ethical – yet this may not be the case. Transparency
of methods and attempts to influence users may
cause them to be wary of interacting on certain re-
lated platforms, even in cases when no influence
is intended. Also, if systems can ethically influ-
ence individuals to make more positive decisions
without transparency, and transparency reduces a
system’s effectiveness, it is unclear whether added
transparency yields a net social benefit.

Social media discussions have real-life conse-
quences, from ostracization to persecution to riot-
ing. People often turn to social media for guidance
on issues relating to work, their health, and fam-
ily. Thus, tools that interact with such communities
have the potential to cause harm if applied without
care. We believe we have mitigated some of the po-
tential risks of our system through our goals of ex-
plainability, human-in-the-loop functionality, and
awareness of potential side-effects that could oc-
cur with interventions. Additionally, we have been
extremely cautious with data and potential interven-
tions – this added to the difficulty of a large-scale
application of this system.

One remaining risk is that users may feel they are
being watched or judged as their expressions are
deemed inappropriate for a community according
to an algorithm. While our work tends to identify
negative emotions like outrage as harmful for a
community, there are some cases where outrage
is a reasonable response to a situation – silencing
individuals who may be going through a difficult
time will not necessarily be a net positive when
considering the effect on that individual and the
community.

Nevertheless, we believe that our community-
specific models and our generation techniques pro-
vide an opportunity to bridge communities that
would otherwise be divided, and opening such a
dialogue could have a significant positive effect on
online interactions.

Our data collection and methods were evaluated
by our institutional IRB and the US Office for Hu-
man Research Protections.
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