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Abstract

Ambiguous Candidate Identification (ACI) in
multimodal dialogue is the task of identify-
ing all potential objects that a user’s utterance
could be referring to in a visual scene, in cases
where the reference cannot be uniquely de-
termined. End-to-end models are the dom-
inant approach for this task, but have lim-
ited real-world applicability due to unrealis-
tic inference-time assumptions such as requir-
ing predefined catalogues of items. Focus-
ing on a more generalized and realistic ACI
setup, we demonstrate that a modular approach,
which first emphasizes language-only reason-
ing over dialogue context before performing
vision-language fusion, significantly outper-
forms end-to-end trained baselines. To miti-
gate the lack of annotations for training the
language-only module (student), we propose
a pseudo-labelling strategy with a prompted
Large Language Model (LLM) as the teacher.

1 Introduction

In multimodal dialogues (MM-Dialogue), Ambigu-
ous Candidate Identification (ACI) (Kottur et al.,
2021) aims to detect all the probable objects in a
visual scene that are referred to by a given user
utterance, where the reference cannot be uniquely
identified. ACI is crucial for resolving ambiguities
in multimodal conversational systems, as humans
often generate ambiguous referring expressions due
to factors like brevity, context dependence, and un-
intentional ambiguity.

Current state-of-the-art ACI models (Chen et al.,
2023; Long et al., 2023) make two key unrealistic
assumptions during inference. First, they assume
the availability of a predefined catalog of items
that may appear in a scene, and that this catalog
remains fixed from training to inference. Second,
they frame ACI as a candidate selection problem,
where ground-truth bounding boxes for all objects
are provided during inference. These assumptions

User: Are any of these jeans here made by Yogi Fit, and in the
affordable range?

System: Unfortunately, none of these jeans are affordable and from
Yogi Fit.

User: Oh, no worries. Well, which pairs would you recommend?

System: You might like the light blue pair in the second cabinet,
or the blue ones in the third cabinet.

User(Current): can I get the price and size range of that?

Spatial InfoVisual AttributesItem typeReference

Figure 1: Example for ACI task in MM-Dialogues from
SIMMC2. User reference related phrases are colored.
Bounding boxes to be predicted are marked in orange.

limit the generalizability of these models to handle
objects not seen during training, which is crucial for
real-world multimodal dialogue systems. To bridge
this gap, we reformulate the ACI task as a direct
coordinate prediction problem, moving away from
candidate selection and eliminating the reliance on
predefined catalogs. This reformulation aims to
improve the applicability of ACI models to more
realistic and dynamic multimodal dialogue setting.

We introduce a novel approach to this more chal-
lenging reformulation of the ACI task, as illustrated
in Figure 2. Our method decomposes the ACI task
into two distinct stages. In the first, Dialogue Ref-
erence Extraction (DREx), we extract linguistic
information on item types, visual attributes, and
spatial information related to any object reference
made in the last user utterance. It is important to
note that while the focus is on the most recent user
utterance, the extraction process considers the en-
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Figure 2: Training setting of the proposed modular approach. Pseudo-Labels generated by prompted LLM are used
as a target for training the DREx module and as an input for training the Generalized Reference Grounding (GReG)
module. During inference, references extracted by the student model are used

tire dialogue history to ensure comprehensive con-
textual understanding. Subsequently, in the second
stage, Generalized Reference Grounding (GReG),
we predict the visual coordinates for these extracted
references.

Modular vs. End-to-end models Although end-
to-end modeling with multimodal fusion has
demonstrated significant advancements in various
visual-language grounding tasks, including phrase
grounding (Plummer et al., 2015), referring expres-
sion comprehension(REC) (Yu et al., 2016; Na-
garaja et al., 2016), and open vocabulary object
detection(Gu et al., 2021), we argue that a mod-
ular approach presents several advantages for the
more complex ACI task. Firstly, decoupling refer-
ence extraction from visual grounding promotes ex-
plicit text-only reasoning over the dialogue context,
which is crucial for the ACI task. Secondly, the
modular approach mitigates the challenges posed
by lengthy language contexts in vision-language fu-
sion by presenting the grounding model with only
the essential linguistic information.

Despite the advantages, a key challenge of the
modular approach is the lack of annotated data
for training separate modules. Specifically, the
SIMMC2.1 dataset used in our experiments lacks
annotations for DREx. To address this, we pro-
pose a semi-supervised learning (SSL) setup where
pseudo-labels generated by prompting a Large Lan-
guage Model (LLM) serve as training targets.

2 Related Work

Ambiguous Candidate Identification is first intro-
duced as part of the SIMMC2.1 (Kottur et al., 2021)
multi-modal, task-oriented dialogue dataset. In the
original evaluation setup proposed for SIMMC2.1,
ACI assumes a pre-defined set of items and ground-
truth bounding boxes for candidate objects. Due to

these (unrealistic) assumptions, models that lever-
age significant visual semantic information in a
symbolic form (Chen et al., 2023; Long et al.,
2023) have achieved strong performance on the
SIMMC2.1 ACI task despite their limited visual-
language grounding capabilities. For example,
(Long et al., 2023) represented each catalogue item
using a unique token and encoded all ground-truth
bounding boxes of candidate objects.

Pseudo Labeling (Lee et al., 2013) is an estab-
lished method in Semi-Supervised Learning (SSL)
(Van Engelen and Hoos, 2020), which aims to gen-
erate (pseudo-)labels for unlabeled data to guide
the learning process. Typically, pseudo-labels are
generated by a teacher model trained on limited
labeled data. The emergence of LLMs that can
be prompted to generate labels with very few ex-
amples has further reduced the labeled data re-
quirement in language modeling tasks (Wang et al.,
2021; Ding et al., 2022; Mishra et al., 2023). How-
ever, to the best of our knowledge, this is the first
study to investigate the use of LLMs as pseudo-
label generators for a multimodal dialogue task.

Visual-Language Grounding generally seeks to
identify regions within an image corresponding to a
linguistic query. Two distinct tasks within this field
are REC (Yu et al., 2016; Nagaraja et al., 2016)
and phrase grounding (Plummer et al., 2015). REC
specifically targets the identification of a single re-
gion that optimally corresponds to a given linguis-
tic expression, where phrase grounding typically
focuses on grounding zero, one, or many regions
matching with simpler noun phrases. Recent vi-
sual language pre-trained (VLP) models (such as
Kamath et al. (2021); Yan et al. (2023); Peng et al.
(2023) have shown their capability in both tasks
through task-specific fine-tuning.



224

3 Methodology

This section first outlines our proposed modules for
reformulated ACI in multimodal dialogues. Then
we discuss the training and inference procedures.

3.1 Reformulated Task Definition

Given a multi-turn dialogue (D) between a user and
an assisting agent (System), accompanied by an im-
age (I) of a scene in which the dialogue is grounded,
Ambiguous Candidate Identification (ACI) aims
to generate image bounding boxes that tightly en-
compass each potential item that may have been
referred to by the user in their last utterance.

3.2 Proposed Modules

As illustrated in Figure 2, our method consists of:
Dialogue Reference Extractor (DREx) and a Gen-
eralized Referring Expression Grounder (GReG).
Intuitively, we breakdown the ACI task into mod-
ules, where each individual module can benefit
from the existing work in Dialogue Systems or
Visual-Language Grounding.
Dialogue Reference Extraction: The primary ob-
jective of this module is to extract any item refer-
ences made by the user in their last utterance. The
module analyzes all previous turns in the dialogue
and extracts three types of information: (1) the
types of items referenced (e.g., jeans, sofa), (2) the
visual attributes of the items, such as color, size,
and pattern, and (3) the spatial information pertain-
ing to the items (e.g., behind the rack). Importantly,
while it considers the entire dialogue history, the
Dialogue Reference Extraction (DREx) module
only extracts item references relevant to the current
user turn and disregards references to items from
previous turns. Output of the module may consist
of multiple items as shown in Figure 2.
Generalized Reference Grounding Taking the
extracted references for a particular dialogue turn
with the grounded scene image I as inputs, the
GReG module predicts the bounding box coordi-
nates for each of the matching items.

3.3 Training and Inference Procedure

In the training phase, for a given multimodal dia-
logue (D, I), we first generate pseudo-labels using
a prompted LLM, henceforth referred to as the
teacher model. These pseudo-labels produced by
the teacher model serve two purposes. Primarily,
they are used as targets to train the DREx mod-
ule, which acts as the student model. Secondly,

the pseudo-labels are also used as the inputs to the
GReG module during training. In the inference
phase, we use the trained student model to extract
the references and use as input to the GReG mod-
ule.

4 Experiments

4.1 Dataset

We conduct experiments using the SIMMC2.1
(Kottur et al., 2021) dataset, a collection of mul-
timodal task oriented dialogues with each utter-
ance grounded in a scene co-observed by conver-
sational agent and the user. Dialogues emulate
a shopping experience between agent and user
in fashion and furniture domains. While the en-
tire SIMMC2.1 dataset consists of 117,236 utter-
ances across 11,244 dialogues, a subset of 5593
(Train:4239, val: 414, Test:940) utterances from
5259 dialogues provide annotations for the ACI
task.

4.2 Evaluation Metrics

We report standard Pascal VOC AP scores along
with the Object-F1 score, as outlined in SIMMC2.1
(Kottur et al., 2021). However, the Object-F1 score
in SIMMC2.1 ACI is defined for a candidate selec-
tion setting, where each object within a scene is
symbolically defined (e.g. O32). For our reformu-
lated setting, we compute the Object-F1 using an
Intersection over Union (IoU) threshold of 0.5.
Mean-F1: The Object-F1 score is derived from
the aggregate of True Positives (TPs), False Pos-
itives(FPs), and False Negatives (FNs) across the
dataset, inherently favoring samples containing a
larger number of targets. To capture this bias, we
also report the mean-F1 score, by calculating the
F1 score separately for each sample and then aver-
aging these scores. In scenarios where no ground-
truth targets are present, the F1 is 1 if, and only if,
no bounding boxes are predicted; otherwise 0.

4.3 Experiment Setup

Prompted LLM (Teacher): For all our experi-
ments, we use ChatGPT-4 as the as the teacher
model. For each of the ACI samples, we gener-
ate pseudo-labels by presenting the current user
utterance along with the dialogue history.
DREx (Student) Module: Parallels can be drawn
between Dialogue State Tracking (DST) in text-
only dialogues and DREx, by considering item
type, visual attributes, and position as the slots to
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Val Test
Grounding Model Pseudo-Label AP Object-F1 Mean-F1 AP Object-F1 Mean-F1

Student- Baseline Comparison
MDETR (Baseline) None 18.43 30.40 34.85 17.39 28.59 34.85
MDETR(Modular) Student 31.76 40.29 44.99 31.56 40.08 46.88
- Student-Baseline Diff N/A +13.33 +9.89 +11.14 +14.17 +11.49 +12.03

UNINEXT (Baseline) None 44.85 61.69 56.18 38.97 54.09 52.57
UNINEXT(Modular) Student 48.63 64.47 55.75 43.17 57.33 54.45
- Student-Baseline Diff N/A +3.78 +2.78 -0.43 +4.20 +3.24 +1.88

Student- Teacher Comparison
MDETR Teacher 36.59 43.41 45.32 39.26 43.80 48.28
- Student-Teacher Diff N/A -4.83 -3.12 -0.33 -8.70 -3.72 -1.40

UNINEXT Teacher 59.07 71.23 58.96 56.35 67.28 57.92
- Student-Teacher Diff N/A -10.44 -6.76 -3.21 -0.60 -9.95 -3.47

Table 1: Top: Comparison of pseudo-labelling based modular approach for ACI against end-to-end trained baselines.
Bottom: Comparison of performance with student(DREx) labels replaced by labels from teacher(LLM).

be tracked. Inspired by the success of end-to-end
language models in DST in text-only dialogues
(Peng et al., 2020; Hosseini-Asl et al., 2020; Ham
et al., 2020), we train a GPT2-based simple lan-
guage model (with only 124M parameters) for the
DREx task.
GReG Module Leveraging the similarity of the
GReG task with visual grounding, we experiment
with two different VLP models: MDETR (Kamath
et al., 2021) and UNINEXT (Yan et al., 2023), both
of which are capable of grounding (multiple) object
regions based on a language queries.
Baselines: We use MDETR and UNINEXT mod-
els fine-tuned in an end-to-end manner as two base-
lines. (More details in Appendix A.)

5 Results and Discussion

Firstly we compare the results of our modular ap-
proach against respective end-to-end trained base-
lines. Results in Table 1 show that the our approach
outperforms respective baselines by significant mar-
gins, across all metrics in the test set, showcasing
the effectiveness of the proposed approach.

Furthermore, the gain in performance is consid-
erably higher for MDETR compared to UNINEXT.
This is likely due to the poor performance of the
MDETR-Baseline in handling long dialogue con-
text. MDETR relies on box-token contrastive align-
ment loss for vision-language grounding, which
struggles with aligning long dialogue with images,
resulting in a diluted loss signal. However, when
pseudo-labels with shortened context are used, a
significant improvement is observed. This is in con-
trast to UNINEXT, which does not use any align-
ment losses.

Secondly, we assess the robustness of the student

model in comparison to the teacher model. For
this experiment, we generated pseudo-labels for
the validation and test splits using teacher model.
The performance on the ACI task, when pseudo-
labels from the teacher are presented to the GReG
module, is shown in the bottom part of 1. The
results suggest that there is potential for further
improvements with a better student model.

6 Conclusion

In multimodal dialogues, identifying ambigu-
ous candidates is critical due to prevalent non-
deterministic references. We introduce a mod-
ular strategy that simplifies ACI into two tasks,
each task leveraging existing methodologies from
text-only dialogues and visual-language ground-
ing. To address the scarcity of annotations for
training the reference extraction module, which
emphasizes intra-language reasoning, we employ a
pseudo-labelling technique where a prompted LLM
serves as the teacher. Our experiments with a sim-
ple auto-regressive language model as student and
two distinct grounding techniques confirm the ef-
fectiveness of our approach compared to traditional
end-to-end training.

Although our work focuses on ACI in multi-
modal dialogues, the general approach of modu-
larization with LLM-based pseudo-labelling can
be extended to other complex multimodal tasks
with long language context, such as interactive task
completion (Padmakumar et al., 2022; Gao et al.,
2023). Broadly speaking, the emergence of LLMs
would provide an opportunity for more explainable
modular approaches for tasks requiring substantial
intra-language reasoning.
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A Implementation Details

A.1 DREx Module (Student)
We initialized the DREx model with pretrained
weights from OpenAI’s GPT2(small). The Adam
optimizer was used with default settings from Hug-
gingface’s AdamW implementation (learning rate
= 1e-3, epsilon = 1e-6, weight decay = 0). Training
was conducted over 100 epochs with 4 A100 GPUs
with effective batch size of 16.

A.2 GReG Module
MDETR For both the baseline and pseudo-label
experiments, we fine-tuned the MDETR ResNet101
pretrained checkpoint over a period of 50 epochs
with effective batch size of 8. The learning rate
was reduced by a factor of 10 after the first 30
epochs. Initial learning rates were set at 1e− 5 for
the backbone and 5e− 5 for the remainder of the
network.

UNINEXT For both the baseline and pseudo-
label experiments, UNINEXT pretrained check-
point with ResNet50 backbone was fine-tuned for
20 epochs with effective batch size of 16.The learn-
ing rate was reduced by a factor of 10 after the first
12 epochs. Initial learning rates was set at at 1e−4.

B Pseudo-Label example

User: Are any of these jeans here made by Yogi Fit, and in the affordable range?
System: Unfortunately, none of these jeans are affordable and from Yogi Fit.
User: Oh, no worries. Well, which pairs would you recommend?
System: You might like the light blue pair in the second cabinet, or
the blue ones in the third cabinet.
User(Current): can I get the price and size range of that?

Spatial InfoVisual AttributesItem typeReference

[jeans: light blue: in the second cabinet] [jean: blue: in the third cabinet]

Pseudo Label

Dialogue

Figure 3: Sample pseudo label with the dialogue.
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