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Abstract

When engaging in conversations, dialogue
agents in a virtual simulation environment may
exhibit their own emotional states that are unre-
lated to the immediate conversational context,
a phenomenon known as self-emotion. This
study explores how such self-emotion affects
the agents’ behaviors in dialogue strategies and
decision-making within a large language model
(LLM)-driven simulation framework. In a di-
alogue strategy prediction experiment, we an-
alyze the dialogue strategy choices employed
by agents both with and without self-emotion,
comparing them to those of humans. The
results show that incorporating self-emotion
helps agents exhibit more human-like dialogue
strategies. In an independent experiment com-
paring the performance of models fine-tuned on
GPT-4 generated dialogue datasets, we demon-
strate that self-emotion can lead to better over-
all naturalness and humanness. Finally, in a
virtual simulation environment where agents
have discussions on multiple topics, we show
that self-emotion of agents can significantly
influence the decision-making process of the
agents, leading to approximately a 50% change
in decisions.

1 Introduction

In an artificial social environment such as an open-
world video game, it is crucial to have nonplayer
characters reflect believable conversational abil-
ity (Ochs et al., 2009) and express human-level
emotions (Qu et al., 2014). During conversations,
a speaker’s expressed emotion typically comprises
a blend of emotions stemming from the conver-
sational context, denoted as context-emotion, and
those arising from life events tangential to the on-
going conversation, denoted as self-emotion (Koch
et al., 2013). Consider a scenario where speaker A
informs speaker B that she has passed the bar exam
(see Figure 1). The context-emotion recognized
in this scenario could be one of joy or impressed.

Hey, I passed the bar exam!!!

I'm so glad to know that! Let's have a
party to celebrate!!

Oh, I'm so happy for you and wish you
best of luck.

B's Self-emotion
I feel Proud, Excited because I've
been promoted.

Context-emotion
I feel Joyful, Impressed because my
friend passed the bar exam

B's Expressed emotion: Excited

B's Self-emotion
I feel Disappointed, Jealous because
I also took the exam, but failed.
B's Expressed emotion: Disappointed

B

B

A

Figure 1: Self-emotion can affect conversation dynam-
ics.

However, the emotion expressed by speaker B sig-
nificantly varies when influenced by different self-
emotions triggered by other events. For example,
B might exhibit more intense happiness and an “ex-
cited” emotion if B is also experiencing a positive
event (e.g., a promotion). Conversely, a negative
event (e.g., failing an exam) can decrease the happi-
ness associated with the context-emotion, leading
B to express a “disappointed” emotion.

Despite its critical impact on dialogue behavior,
self-emotion is often overlooked in the design of
recent dialogue models. In this work, we take the
approach of representing self-emotion as events de-
rived from simulated background world of speakers
using large language models (LLMs) and explore
the extent to which self-emotion influences conver-
sational behaviors of an agent.

To achieve this, we construct a virtual agent
framework and observe the dialogue behaviors
of the agents under various self-emotional states.
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Specifically, the agents in our framework are simu-
lated to experience a series of events over a period
of time, with the transitions in their self-emotional
states caused by these events being tracked. At
random points in time, the agents engage in conver-
sations with each other, with their self-emotional
states aligned with their “experienced events.” In
this manner, we analyze how the agents exhibit
different dialogue behaviors, such as employing
various strategies and setting different goals.

In an experiment comparing conversations gen-
erated by LLM-driven agents, with and without
consideration of self-emotion, the results show that
agents are able to generate more human-like dia-
logue strategies incorporating self-emotion. Fur-
thermore, results from a model comparison exper-
iment show that conversations incorporating self-
emotion are evaluated as more natural, empathetic,
and human-like for both GPT-4 and a small-scale
FLAN-T5 model fine-tuned on a GPT-4 generated
dataset. Finally, in a simulated group discussion
experiment where agents discuss five different top-
ics, we observe that the self-emotion of the agents
significantly influences the decision-making pro-
cess, resulting in approximately a 55% change in
decisions. Our contributions in this work include:

• Providing an analysis of the effectiveness of
self-emotion on dialogue strategies, demon-
strating that LLM-driven dialogue models con-
sidering self-emotion employ more human-
like dialogue strategies.

• Curating a pair of GPT-4-generated dialogue
datasets, one with and one without self-
emotion, and conducting human evaluations
on conversations generated by FLAN-T5 mod-
els fine-tuned on these datasets.

• Constructing an LLM-driven agent group dis-
cussion simulation framework and demon-
strating that self-emotion can lead to signifi-
cant change in decisions.

2 Related Work

Self-emotion Self-emotion, also referred to as
“internal emotion,” plays a significant role in daily
interactions. Research on group discussions indi-
cates that self-emotion in individuals can affect the
quality of decisions (Van Knippenberg et al., 2010),
team performance (Long and Arroyo, 2018), and
the decision-making process itself (Hertel et al.,

2000). Furthermore, other studies suggest that
the self-emotion of one member can influence oth-
ers through a mechanism known as mood conta-
gion (Neumann and Strack, 2000; Sy et al., 2005).
Individual self-emotion has also been shown to
impact dialogue strategies (Bambauer-Sachse and
Gierl, 2009). In their research, Koch et al. (2013)
demonstrate that negative self-emotion encourages
more accommodative thinking. Additionally, other
studies suggest that effective self-emotion manage-
ment contributes to the development of leadership
skills (Bjerg and Staunæs, 2011).

Emotion-aware Dialogue Generation Existing
emotion-aware dialogue models typically begin by
recognizing an emotion label from the conversa-
tion history and then proceed with conditional text
generation based on that recognized emotion la-
bel. The most common emotion representation
used is discrete emotion categories, such as the
Ekman basic emotions (Li et al., 2017). Subse-
quent studies have further refined emotion labels
to include more than 30 categories (Huang et al.,
2018; Abdul-Mageed and Ungar, 2017; Rashkin
et al., 2019; Demszky et al., 2020). Some works
also represent emotions using different styles, such
as intensity (Zhong et al., 2019), causalities in his-
tory (Li et al., 2021), and potential emotion tran-
sitions (Qiu et al., 2020). However, the limitation
of this approach is that it assumes the emotional
state of speakers depends solely on the ongoing
conversation discourse. Our work differs from
these approaches in that we consider self-emotion,
which exists outside the conversation context. In
this sense, our approach is similar to response gen-
eration based on user profiles (Zhang et al., 2018;
Song et al., 2021; Zhou et al., 2020).

LLM-driven Agent LLMs possess impressive
capabilities in scheduling and planning, rendering
them valuable for constructing autonomous agents.
A notable line of research focuses on simulating
life-like worlds and observing agent behaviors. For
instance, Generative Agents (Park et al., 2023) sim-
ulates a world where agents engage in self-planning
to manage complex interaction dynamics such as
message propagation and socializing. In their work,
Gao et al. (2023) propose a social simulation frame-
work, S3, to emulate human emotions and attitudes,
enabling the observation of emergent behaviors us-
ing real-world data. Moreover, research also delves
into studying multi-agent collaborations. Agent-
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Emotional label

Sophia is feeling excited right now.
Sophia is feeling upset.

Random event

Sophia is feeling excited because her promotion has been approved this morning.
Sophia is feeling upset because she received some disappointing news about a job opportunity she
was really hoping for.

Profile event

Sophia is feeling worried after recalling a huge mistake she made when asked to be in charge of
a team, even though her promotion has been approved this morning.
Sophia is feeling motivated after recalling that she tried applying to 20 companies before finding
her previous job, even though she received some disappointing news about a job opportunity she was
really hoping for.

Table 1: Different representations of self-emotion.

verse (Chen et al., 2023) demonstrates that multi-
agent collaboration enhances performance in tasks
such as reasoning and coding. Other studies sug-
gest that group discussions lead to better decisions
in various domains including natural language gen-
eration (Chan et al., 2023), question-answering,
and operations research (Wu et al., 2023). In our
approach, we draw inspiration from previous works
on world simulation to construct life-like back-
grounds for each agent, facilitating the generation
of more plausible self-emotion events. Addition-
ally, we leverage a multi-agent setting to investigate
how self-emotion influences the decision-making
process in group discussions.

3 Self-emotion Agents Framework

We build a framework1 in which agents’ self-
emotional states are influenced by a series of events
generated by LLMs according to their profiles.
Agents in this framework are prompted to manage
their own self-emotion, goals, actions, and profiles.

3.1 Agent Representation
Agent Profile Each speaker agent has its profile
generated by GPT-4. A profile contains informa-
tion about the speaker’s basic information such as
name, age, gender, etc. Besides, each profile of
an agent contains a “description” field providing
information of the past experience (See Table 6).
This is helpful for further generation of events and
analysis of self-emotion status.

1Code and data are available at: https://github.com/
QZx7/Self-emotion

Dialogue Strategies as Agent Actions Based on
their current self-emotional states and the ongo-
ing conversation context, agents are prompted to
choose the most appropriate dialogue strategies for
their next actions. Dialogue strategies are selected
from a pre-defined strategy pool that contains 11 di-
alogue strategies adapted from the taxonomy of em-
pathetic response intents (Welivita and Pu, 2020).
A full list of the strategies can be found in Table 8.

3.2 Self-emotion Representation

Self-emotion can be influenced by various factors,
such as emotional events (Wilms et al., 2020), past
experiences (Robinson and Freeston, 2014), cul-
tural background, and personality traits (Salas et al.,
2012; Jack et al., 2012). In this work, we represent
self-emotion in natural language with three styles:
random label, random event and profile event.

Random Emotional Label In the context of em-
pathetic dialogue models and datasets, it is com-
mon to represent emotions using discrete labels (Li
et al., 2017; Hsu et al., 2018; Rashkin et al., 2019).
During a conversation, speakers are randomly as-
signed one emotion label from a predefined pool,
such as those used in the EmpatheticDialogues
(ED) dataset (Rashkin et al., 2019), as their self-
emotion. We utilize labels from the ED dataset be-
cause they offer fine-grained distinctions between
similar emotions. The self-emotion is directly rep-
resented as a sentence of “feeling <label>”. For ex-
ample, if the emotional label “excited” is selected,
the self-emotion might be represented as “<name>

https://github.com/QZx7/Self-emotion
https://github.com/QZx7/Self-emotion
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Models
Strategy Accuracy

Without Self-Emotion
With Self-Emotion

Random label Random Event Profile event

Mistral-7B-Instruct 33.76 33.13 35.75 32.32
Llama-2-7B-Chat 27.73 34.27 28.07 40.27

gemma-2b-it 15.00 30.13 28.60 23.73
ChatGPT-3.5 33.67 38.87 42.20 39.87

GPT-4 45.41 40.69 47.36 38.94

Avg. 31.11 35.42 36.40 35.03

Table 2: Accuracy of different models using different self emotion representations. (+SE): with self emotion. (-SE):
without self emotion.

is feeling excited right now.”

Random Event Individuals’ self-emotion may
be influenced by some random events that happen
to them. To capture this, we represent self-emotion
as an emotional label accompanied by an associ-
ated event. For example, “My promotion has been
approved.” is an event that could evoke the emotion
of “excited”. The self-emotion of this event could
be represented as “I’m feeling excited because my
promotion has been approved.” This approach al-
lows us to incorporate more causal information
into self-emotion, enabling speakers to potentially
leverage this information in their future actions.

Profile Event People with different personali-
ties and past experiences may generate different
self-emotions for identical events. For instance,
a person with acrophobia may feel “fear” when
riding a roller coaster, while others may feel “ex-
cited.” Therefore, we also consider a method of
representing self-emotion using events related to
the profiles of each speaker, referred to as “profile
events.” Table 1 provides examples of self-emotion
represented in three different ways.

3.3 Self-emotion Generation

Different types of self-emotion are generated by
prompting LLMs with necessary information such
as profiles. For random label self-emotion, each
speaker agent will randomly choose an emotional
label in the annotation schema of the ED dataset
as its self-emotion (e.g., “I’m feeling proud.”). For
random-event self-emotion, each speaker agent has
its own self-emotion by analyzing its own profile
and simulating the encountered events. For in-
stance, if the profile of a speaker agent is a col-

lege student, then an event and self-emotion of this
speaker agent could be “I’m feeling frustrated be-
cause I will have three exams next week.” Profile-
event self-emotion is simulated in a similar way,
however considering the speaker agent’s past expe-
rience mentioned in the profile (e.g., “I’m feeling
nostalgic when I think of the days in high school.”)
The agents are prompted to select strategies and
generate conversations taking account of the dia-
logue context and self-emotion. Figures 8 and 9
show the prompts the agents use to simulate differ-
ent types of self-emotion.

4 Self-emotion in Strategy Selection

The purpose of this experiment is to explore
whether incorporating self-emotion leads to more
human-like dialogue strategies. In this experiment,
we have agents simulate speakers in the Empa-
theticDialogues (ED) dataset and select the best
strategies from a predefined strategy pool in two
situations: with and without self-emotion. We then
compare the strategies provided by the models to
those made by human experts and evaluate the ac-
curacy.

4.1 Framework Prompt Settings

Agent Settings Each conversation in the ED
dataset includes two speakers. To ensure our agents
maintain consistent personal backgrounds for both
speakers, the original conversations in the dataset
are provided to GPT-4 when generating agent pro-
files. The LLM is tasked with generating profiles of
two individuals who could plausibly have the pro-
vided conversation. Figure 7 illustrates the prompt
used for generating these profiles.
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anxious

expressing care or concern

sympathizing

sharing or relating to own experience

sharing own thoughts/opinion

acknowledging or admitting

suggesting

encouraging

questioning for details

proud

excited

nervous

joyful

5/17/24, 9:43 AM render.html

file:///D:/project/Penpal/self_emotion/evaluation/results/render.html 1/1

Figure 2: Flow between most frequent self-emotion and
the dialogue strategies.

Conversation without self-emotion When hav-
ing a conversation, each speaker talks according to
their own profile as well as the first 2 or 3 utterances
(depending on the number of utterances) at the be-
ginning of each dialogue in the ED dataset. The
speaker agents are tasked with two objectives si-
multaneously: 1) selecting the best strategies from
a given strategy pool, and 2) generating the future
conversation based on the selected strategies. This
prompt is shown in Figure 6.

Conversation with self-emotion In this case,
each speaker has their own self-emotion before en-
gaging in a conversation. Self-emotions are gener-
ated by prompting different LLMs. Conversations
are then generated similarly to the method used
without self-emotion, except that self-emotion is
included as part of the input, prepended to the be-
ginning of the dialogue context. Figure 10 presents
the prompt the speaker agents use to generate con-
versations with self-emotion. We utilize Chain-
of-Thought (Wei et al., 2022) technique in all the
prompts, as it performs well in text classification
tasks and is therefore useful for generating the best
strategies.

4.2 Evaluation

Baselines Five language models are used as the
backend of the speaker agents in this experiment:
Mistral-7B-Instruct (Jiang et al., 2023), Llama-
2-7B-Chat (Touvron et al., 2023), Gemma-2B-

It (Team et al., 2024), gpt-3.5-turbo and gpt-4 2.

Evaluation of strategy accuracy The experi-
ment is conducted on the test set of the ED dataset,
resulting in the generation of 2547 conversations
for each self-emotion representation approach. Hu-
man annotations are collected as the ground truth,
and we define the strategy accuracy as the cosine
similarity between the model-predicted strategy
and the human strategy:

Acc =
Sm · Sh

∥Sm∥ ∥Sh∥
(1)

Here, Sm represents the list of strategies chosen by
the model and Sh is the list of strategies annotated
by humans.

4.3 Results & Analysis

Strategy accuracy Table 2 presents the results
of strategy accuracy for different representations
of self-emotion. We are able to observe that
within the same dialogue context, LLMs exhibit im-
proved strategy selection when prompted with self-
emotion. The random event self-emotion yields the
highest performance, outperforming profile events.
Additionally, among all models examined, GPT-4
demonstrates the most effective performance.

Self-emotion and strategies correlation Figure
2 illustrates the relationship between the most fre-
quent self-emotions and corresponding strategies.
It shows that for negative self-emotions such as
“anxious” and “nervous,” the models tend to ex-
press more pessimistic strategies such as “express-
ing concern” and “sympathizing.” Conversely, for
positive self-emotions like “proud” and “joyful,”
the models lean towards more optimistic strategies
such as “encouraging.” Additionally, neutral strate-
gies such as “sharing own thoughts” and “sharing
experience” are commonly employed across both
positive and negative self-emotions as the most
frequently used strategies.

5 Self-emotion in Dialogue Generation

In this experiment, we explore whether incorporat-
ing self-emotion in a dialogue model leads to better
performance of the generated conversations using
GPT-4. Additionally, considering the challenges
associated with deploying large language models

2We use the gpt-3.5-turbo-0125 for gpt-3.5-turbo and gpt-
4-0125-preview for gpt-4.
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Model BLEU ROUGE-1 ROUGE-2 ROUGE-L BertScore

FLAN-T5 (- se) 56.99 0.71 0.50 0.61 0.82
FLAN-T5 (+ se) 60.01 0.77 0.58 0.67 0.90

Table 3: Automatic evaluations of the fine-tuned models. (-se): without self-emotin. (+se): with self-emotion.

Model Winning rate against FLAN-T5 (-se)

Naturalness Empathy Interestingness Humanness All

GPT-4 (- se) 5.27 0.96 - 0.12 4.31 2.61

GPT-4 (+ se) 16.99 11.29 16.21 14.12 14.65
FLAN-T5 (+ se) 9.17 10.72 15.16 19.24 13.57

Table 4: Human evaluation results of the trained models. Negative numbers indicate that the model performs worse
than FLAN-T5 without self-emotion. (-se): without self-emotin. (+se): with self-emotion.

like GPT-4, we also fine-tune a more easily de-
ployable FLAN-T5 model, assuming accessibility
to self-emotion in the conversations, to assess the
effectiveness of self-emotion in smaller scale mod-
els. We conduct experiments under two settings:
with and without self-emotion, and perform human
evaluations to assess the naturalness, empathy, in-
terestingness, and humanness of the conversations.

5.1 Self-emotion Aware Model Training

GPT-4 conversations generation We employ
the same workflow as described in Section 4 to
generate conversations both with and without self-
emotion using GPT-4. These generated conversa-
tions will then be used as training data to train the
small scale models. Different from the previous
experiment, we generate using only the random
event (as it demonstrates the highest strategy ac-
curacy) on the full ED dataset, resulting in a final
train/val/test split of 14,274/2,762/3,569 after fil-
tering invalid cases with incorrect formats. Table 7
shows an example of the generated conversation.

Small scale model training The purposes
of training a small-scale model are to enhance
deployment convenience and to explore how effec-
tively the capabilities of LLMs in understanding
self-emotion can be transferred to a smaller-scale
model. To do this, we fine-tune a FLAN-t5-large
model (Chung et al., 2024) on the collected
datasets. Given the seq2seq architecture of the
model, each conversation in the dataset is split into
multiple turns between the two speakers. For each
turn, the utterance of the first speaker serves as
the input, and the utterance of the other speaker

is treated as the label. The task instruction is
then prepended to form a training instance. For
instance, an example of the input in a training
instance without self-emotion is:

“I’m having a conversation with my friend. My
friend is feeling proud. friend: <utterance_1>. me:
<utterance_2>. friend: <utterance_3>. Generate
the response.”

The corresponding label is: “me: <utterance_4>.
<eos_token>.” For models with self-emotion, the
self-emotion is included in the task instruction:

“I’m having a conversation with my friend. My
friend is feeling proud. I’m feeling disappointed
because my project application has been rejected.”

The model training process was implemented
using the HuggingFace framework3. The models
were trained on NVIDIA A100 GPUs for 72 hours
with a learning rate of 3e-4. The maximum input
length was set to 512 tokens, in consideration of the
original base model’s length window. For inference
generation, the temperature was set to 0.7.

5.2 Evaluation

Automatic evaluation The models are evaluated
on ROUGE (Lin, 2004), BLEU (Papineni et al.,
2002) and BERT-score (Zhang et al., 2019). Table
3 shows the automatic metrics of the models fine-
tuned on our collected self-emotion datasets.

3Model link: https://huggingface.co/google/flan-t5-large
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Profile: Sofia is a
structural engineer
of DreamDesign.
She...

7:00 am
encounter event

Event: Sofia receives an
email notifying that her
promotion application has
been rejected.

Self-emotion: Sofia
feels sad because her
promotion application
has been rejected.

7:05 am 
self-emotion

Sofia Leader

Let's talk about ....

Behavior: Sofia feels bad and raises more objections.

I'm not sure...

10:30am Group discussionCreation of agent

How about...

Figure 3: The illustration of the workflow of an agent in the group discussion simulation.

Human evaluation We follow the method of
ACUTE-Eval (Li et al., 2019) and assess the mod-
els across four axes: naturalness, empathy, interest-
ingness, and humanness. Naturalness assesses the
ability to provide smooth, natural responses. Simi-
lar to the ED dataset, we use empathy to represent
the model’s ability to understand emotions. Inter-
estingness reflects the ability to generate interesting
and diverse responses, while humanness is used to
evaluate the ability to choose human-like strategies
in the conversation. For each model, 100 conversa-
tions are generated in a self-chat manner (Li et al.,
2016), where two models are programmed to talk
to each other. Table 9 shows the questionnaire used
for human evaluation.

5.3 Evaluation Results

Table 3 presents the results of automatic metrics for
the trained models, while the results of the human
evaluation are shown in Table 4. We observe that
models which consider self-emotion produce con-
versations perceived as more natural, empathetic,
and human-like. In particular, the models incorpo-
rating self-emotion demonstrate a significant advan-
tage in humanness, suggesting that integrating self-
emotion is beneficial for generating more human-
like strategies. Although the fine-tuned small-scale
FLAN-T5 models perform slightly worse in overall
naturalness, they show comparable performance
to GPT-4 in terms of empathy and interestingness.
Additionally, annotators evaluated the small-scale
models as more human-like, likely due to the ten-
dency of GPT-4 to produce overly long responses.

6 Self-emotion in Group Discussion

Self-emotion can influence group discussions (Her-
tel et al., 2000; Kelly and Barsade, 2001). In this
experiment, agents in the simulated world within
our framework are prompted to engage in group
discussions incorporating self-emotion across five
topics related to teamwork. The purpose of this

experiment is to explore how the self-emotion of
agents may affect the decision-making process dur-
ing a discussion.

6.1 Framework Prompt Settings

Group member creation Group member cre-
ation involves creating a profile for each member,
including their roles, positions, and background, by
inputting the description of the group into GPT-4.
The role of the a member is either the “leader” or
“member”, where the “leader” will serve as the host
of the discussion by pushing the topic to next steps.
Each “member” has their own position and back-
ground which are related to their occupation and
past experience to trigger self-emotion. Figure 13
shows the prompt we use to create group members.

Topic generation Topic generation is the process
of generating the topics that group members en-
gage in. To capture the decision-making process,
each topic is divided into several steps. For exam-
ple, the topic of “organizing a group trip to Italy
with a limited budget of $1500 per person” can
be broken down into steps such as choosing dates,
selecting flights, deciding on attractions, choosing
hotels, and so on. Figure 14 is the prompt we use
to generate different topics.

Agent discussion Agents follow the steps of the
topic and have discussions. The agents are required
to reach an agreement before moving to the next
step. The “leader” of the group judges whether
an agreement has been reached by analyzing the
discussion history. During a discussion, a hidden
“manager” will decide the next speaker by analyz-
ing the positions of the members and discussion
context. For instance, if the “manager” decides that
a structural engineer should pose an idea about the
material, it will set the structural engineer as the
next speaker. The “manager” does not participate
in the discussion by raising its own opinions.
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66.57%

50.98%

Neg.

Pos.

0.00% 20.00% 40.00% 60.00% 80.00%

Undecided
Decided
Authority
Majority
Details
Compromise

Figure 4: The decision change rats of each category for positive and negative self-emotion. Gray numbers indicate
the total change rate.

Discussion Context: FantSoftware is a newly created software development team with 6 members. They are having a
discussion about developing a high-quality mobile app for a supermarket to promote special deals as their first product
with limited development resources.

Let's now focus on discussing the best development tools and programming languages for our
mobile app, considering our limited resources.

React Native is a strong contender for our development framework. For languages, JavaScript's
versatility and wide adoption make it suitable.

The next speaker is the leader. Please decide the next step to talk about.
Manager

Leader

SA: Michael

The next speaker is the Software Architect (SA).
Manager

The next speaker is the Senior Software Developer (SSD).
ManagerI concur. The versatility of JavaScript together with the efficiency of React Native for front-end,

sounds ideal for our hybrid app development.SSD: Emily
The next speaker is the Front-end Developer (FD).

Manager
I second using React Native and JavaScript. They are a great fit for efficient development with
limited resources.FD: Brian

I'm not sure. We all know that Kotlin is the best language for Android. Why don't we make a better
choice?

FD: Brain

Brain self-emotion: He's feeling sad because his promotion application has been turned down.

Figure 5: An illustration of the group discussion.

6.2 Experiment settings

Agent goals As shown in Figure 3, in order to fa-
cilitate the self-emotion, we simulate complete pro-
cess of an agent encountering events, stimulating
self-emotion, taking behaviors and participating in
the group discussions by prompting LLMs. Each
agent maintains its own goals and self-emotion. For
example, in a discussion about “building a house
and maximizing profits within a limited budget,”
the structural engineer may aim to secure better
materials while the landscape engineer may priori-
tize budget allocation for sustainability. This way,
agents can develop rich discussion content by ex-
pressing their own ideas, which might be affected
by their self-emotions.

World setting We assess discussions on 5 topics:
house building, hosting a charity event, planning

a trip, organizing a welcome party, and develop-
ing a mobile app. For each topic, we generate a
group with 6 members, where each member has its
own role and position. We run 10 different discus-
sions, and in each discussion, agents will encounter
their own events which will cause the self-emotion.
We then compare the decisions made in these dis-
cussions to those made in a discussion where the
self-emotion of the agents is disabled.

For evaluation, we examine the percentages of
decision changes after incorporating self-emotion.
Specifically, we categorize these changes into six
types:

• Undecided change: discussions that shift
from an agreement to delegation.

• Decided change: discussions move from del-
egation to agreement.
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• Authority change: a decision made by voting
changes to being made by a single agent.

• Majority change: a decision made by a single
agent changes to a majority vote.

• Details change: the overall direction does not
change, but specific details do (e.g., changing
“spending $30 for dinner” to “$20”).

• Compromise change: a decision shifts from
full agreement by all agents to a compromised
agreement where one or more agents make
concessions.

6.3 Results & Analysis
Does adding self-emotion change the decisions?
Figure 4 shows the average percentage of differ-
ent categories of decision changes influenced by
positive and negative self-emotion across all topics.
We observe that a significant portion of decisions
are affected: around 66% by negative and 51% by
positive self-emotion.

For different categories of changes, we find that
negative self-emotion leads to more undecided, ma-
jority, and compromise changes. This suggests that
agents with negative self-emotion tend to express
their opinions more, resulting in delegation or com-
promise in decision-making, which aligns with the
findings in (Koch et al., 2013). In contrast, posi-
tive self-emotion tends to lead to more agreements,
with most changes involving the details of plans
without altering the main direction of the decision.
A comprehensive table of the decision change rates
across topics can be found in Table 10.

Additionally, an analysis of the average length
and frequency of utterances indicates that agents
with positive self-emotion tend to be more active.
Discussions reach agreements more quickly when
agents have negative self-emotion (Table 11).

Case study on negative self-emotion changes
the decision. Figure 5 shows a discussion on the
topic of “APP development”. The self-emotion of
the front-end developer (FD) influences the dis-
cussion and ultimately leads to a decision change
from “using React Native and JavaScript as the de-
velopment tools” to “Kotlin.” In this case, despite
being more agreeable when no self-emotion is intro-
duced, the FD, experiencing a “sad” self-emotion,
adopts a more objective stance and proposes a dif-
ferent idea. Similar patterns emerge in other topics,
where members with negative self-emotion tend to
express more objections.

7 Conclusion

This work studies the role that self-emotion,
speaker’s emotion status caused by out-of-context
events plays in the process of generating emotional
responses. Via a human evaluation, we show that
models considering self-emotion are able to gener-
ate more natural conversations with more human-
like strategies. In an experiment of group discus-
sion simulation, we also show that agent with self-
emotion can have significant influence on the de-
cision making process. The results of the experi-
ments demonstrate the importance of considering
self-emotion when building embodied agents and
dialogue models that can smoothly participate in
human social activities.

Limitations

Future work could enhance several aspects of this
research. For example, to capture the decision-
making process, we focused on topics related to
teamwork. However, group discussions can vary
in style, such as debating, defending, etc. Future
research can explore these different scenarios and
investigate how self-emotion could affect the final
discussion outcomes. Another point is the halluci-
nations of language models, which lead to reduced
robustness of the agents. Agents may exhibit un-
expected behaviors and make choices based on
imperfect dialogue strategies. While enhancements
to the agent prompts can mitigate these problems,
we believe that such improvements require overall
advancements in large language models.

Ethical Considerations

Agents with self-emotion may bring potential ethi-
cal risks when deployed in reality. One risk is the
unpredictable behavior of agents caused by self-
emotion, especially negative emotions (e.g., anger,
hatred). We propose that all practitioners ensure
the values of agents so that they do not perform
inappropriate behaviors during discussions. Self-
emotion-aware agents should be guided by social
restrictions based on human values. Another risk is
the misinformation that might be caused by the hal-
lucinations of LLMs. Agents driven by goals might
execute actions and produce utterances without re-
ferring to facts, which may lead to the unintentional
spread of misinformation. Thus we suggest future
applications to avoid using the generated discus-
sions for fact proof usage.
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A Fixed Context Experiment & Data
Generation

Data generation is conducted after fixed context ex-
periment so that we are able to decide which model
to use by comparing their performance. The fix
context experiment consists of two steps, profile
generation and conversation generation by prompt
different models. The experiment pipeline is imple-
mented on huggingface. The links to the models
we use are shown in Table 5.

A.1 Profile Generation

We adopt the definition of profile as in Genera-
tive Agents (Park et al., 2023) and added fields
that may have more effect on emotion expression,
which includes name, age, innate, occupation, ori-
gin, gender and an overall description. An example
of the profile can be found in Table 6. In the profile,
“innate” represents the innate personality of this
speaker, which can have an effect on the emotional
expression. The “description” of a speaker will be
used for generating the profile-event self-emotion.

The prompt we use to generate profiles is shown
in Figure 7 by providing the original conversations
in ED dataset. The models are required to generate
profiles that can fit the conversation content and
emotion expressions.

A.2 Conversation Generation

Without Self-emotion After generating the pro-
file, we are able to generate conversations with and
without self-emotion. In ED dataset, each dialogue
is annotated with an emotion label. Each dialogue
has a speaker and a listener and the speaker will ex-
press the emotion annotated at the beginning of the
conversation. We utilize this property of the dataset
and take the first 3 utterances by the speaker and
listener as context if the length of the conversation
is longer than 3. However, for dialogues of which
the length is shorter than 3, we take only the first
utterance as the context. In the prompt, we instruct
the LLMs to generate a conversation between “you”
and “friend”, which represent the “listener” and
“speaker” in the original dataset, respectively. The
emotion label is used to describe the emotion status
of “friend”. We then prompt LLMs to continue to
generate the conversations based on the context and
“friend’s” emotion. Figure 6 shows the prompt we
use to generate conversations without self-emotion.

With Self-emotion When generating conversa-
tions with self-emotion, we first generate the self-
emotion based on profile of the speakers by prompt-
ing the same LLM as will be used for generating the
conversations. Figure 8 and 9 show the prompts we
use for generating self-emotion with random events
and profile events. The generated self-emotion is
then used as the emotion status of “you” in the
prompt for conversation generation. Figure 10 is
the prompt we use to generate conversations with
self-emotion. An example of generated conversa-
tion is shown in Table 7.

A.3 Training Data Generation
The dataset is generated using the same methods as
in the fixed context experiment. We collect dataset
from GPT-4, because it demonstrates best perfor-
mance in the fixed context experiment. The conver-
sations are generated by prompting GPT-4 with the
profiles and self-emotion.
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You are having a conversation with your friend. Your friend is having a specific mood because of some events.
Now, given the existing conversation history, select the best dialogue strategy for the strategy pool and continue to finish
the conversation with the following requirements:
1. Analyze your friend's mood and the intention of your friend.
2. Based on your friend's mood, select the best dialogue strategies.
3. Based on the strategy, generate the conversation that you expect to have.
Strategy pool:
1. questioning for details (What are you looking forward to?)
2. acknowledging or admitting. (That sounds like double good news.)
4. encouraging. (No worryies, I think you can definitely make it!)
5. sympathizing. (So sorry to hear that.)
6. suggesting. (maybe you two should go to the pet store and find a new pet!)
7. sharing own thoughts/opinion. (I would love to have a boy too, but I’m not sure if I want another one or not.)
8. sharing or relating to own experience. (I had a friend who went through the same thing.)
9. expressing care or concern. (I hope the surgery went successfully and with no hassle.)
10: disapproving. (But America is so great now! look at all the great things that are happening.)
11: rejection. (I will pass this time.)

### Task
# Mood
My friend's mood: <ed_mood>
# Conversation history:
<history>
# Output:
Let's think this step by step.

### Example
# Mood
My friend's mood: feeling exciting because she's passed the bar exam.
# Conversation history:
friend: Hey, you know what? I have finally passed the bar exam! Let's celebrate.
me: Oh, I'm so glad for you. Congratulations.
friend: Thank you! Let's celebrate together!!
me:
# Output:
Let's think this step by step. My friend is feeling exciting because she has passed the bar exam and she wanted me to
celebrate together with her. As a friend, I want to celebrate for her by planning a party. I might need to give some
suggestions on places and dates. Therefore, the best strategies are: [acknowledging or admitting, suggesting]. The
future conversation I'm expecting is:
me: Wow, that's such a great news!! I'm so happy for you. You've been working so hard for that. Let's hang out!!
friend: Thank you! It is really encouraging!
me: I have just known a nice bar from one of my firends, let's hang out there and get some drinks!!
friend: That sounds really nice! I have a lot of things to share with you!
me: Great! Once again, congratulations, let's meet tonight!

Figure 6: The prompt we use to generate conversations without self emotion.
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Model Link

Mistral https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
Llama-2 https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
Gemma https://huggingface.co/google/gemma-2b-it

Table 5: The list of models and the links on huggingface used in the fixed context experiment.

Profile

Name Sophie Bennett
First Name Sophie
Last Name Bennett

Age 22
Innate creative, empathetic

Occupation Social Media Content Creator
origin Canada

gender female
description Introducing Sophie Bennett, a 22-year-old creative soul from the picturesque

landscapes of Canada. Sophie, known for her innate creativity and empathetic
nature, has found her niche as a Social Media Content Creator. With a background
in digital media and a keen eye for aesthetics, she curates captivating content that
resonates with a diverse audience. Sophie’s journey into the world of content
creation began during her college years, where she studied communications and
discovered her passion for storytelling through visual mediums. Her innovative
approach to social media has gained attention, establishing her as a rising star in
the digital realm. Beyond her online presence, Sophie is actively involved in
community initiatives promoting mental health awareness. Through her platforms,
she shares personal stories, fostering a sense of connection and understanding
among her followers. Sophie is not just a content creator; she’s a compassionate
voice using her creativity to make a positive impact in the virtual and real-world.

Table 6: A sample profile of a speaker.

Given a conversation between two people, try to generate
a profile for each speaker with the following requirements:
1. The profiles should fit their conversation content.
2. The profiles should fit their emotion expressions.
Conversation:
<conversation>
Output format:
[BOP] (a token representing the beginning of the profile)
Name: (the full name of the speaker)
First Name: (the first name of the speaker)
Last Name: (the last name of the speaker)
Age: (the age of the speaker)
Innate: (the innate personality of the speaker)
Occupation: (the job of the speaker)
Origin: (where does this speaker come from)
Gender: (the gender of the speaker)
Description: (a detailed bio-graphy and past experience
including working, education and so on.)

Figure 7: The prompt to generate profiles in the fixed
context experiment.

B Group Discussion Settings

Before generating the group discussion, we first
create the world information that includes the back-
ground of the group, the topics they engage in and
the profile of each group member including, name,
role, position and generic overview. Role is used
to distinguish whether this member is a “leader” or
“member” and position describes the part of work
this agent is in charge in the group (e.g., interior de-
signer, front-end developer, etc.) Figure 13 shows
the prompt that we use to generate profiles of the
group members.

After generating the profiles, we need to decide
the topics of each group. This is done by manually
inputting a general topic and prompt LLMs to gen-
erate the steps of this topic. The prompt we use to
generate the steps is shown in Figure 14.
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Generate an random event that might cause an emotional status of
a person with the following requirements:
1. choose an emotional label that is used in dialogue dataset
EmpatheticDialogues.
2. the event should commonly exist in real daily life.
3. use "I" as the subject of the event.
### Example
feeling sad becasue I broke up with my girlfriend.
feeling frustrated because I will have three exams in next week.
### Output

Figure 8: The prompt we use to generate a random event.

Generate an event that could happend to a person and with an
emotional label that might be caused by the event. 
However, the emotion might be changed by recalling a certain
period of experience in the person's profile. 
Generate with the following requirements:
1. choose an emotional label that is used in dialogue dataset
EmpatheticDialogues.
2. use "I" as the subject of the event.
3. generate only 1 experience.
Experience:
<profile>
## Example
feeling angry after recalling the days being bullyed by my boss
even he approved my promotion.
feeling sad after recalling my cat who passed away 2 years ago
even seeing such a beautiful view during my trip.
## Output

Figure 9: The prompt we use to generate a profile event with a given profile of the speaker.
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You are having a conversation with your friend. Both you and your friend have moods due to some events. These moods
might affect your dialogue behaviors.
Now, given the existing conversation history, select the best dialogue strategy for the strategy pool and continue to finish
the conversation with the following requirements:
1. Analyze your friend's mood and the intention of your friend.
2. Analyze your current mood and decide your attitude to your friend's intention.
3. Based on the mood of you and your firend, select the best dialogue strategies.
4. Based on the strategy, generate the conversation that you expect to have.
Strategy pool:
1. questioning for details (What are you looking forward to?)
2. acknowledging or admitting. (That sounds like double good news.)
...

### Task
# Mood
My friend's mood: <ed_mood>
My mood: <event_mood>
# Conversation history:
<history>
# Output:
Let's think this step by step.

### Example
...

Figure 10: The prompt we use to generate conversations with self-emotion.

A group of team is discussing about <topic>. The have
now moved to a sub-topic of <step>.
Several members are in the discussion, each has their
own role in the team.
These members are with different positions of
<position_list>.
The current discussion history is: 
<history>
Now, predict who is the next speaker. If you think this is
the end of the discussion, generate a "None".

Output format:
[BOS] (a special token representing the beginning of the
answer)
Next speaker: (the position of the predicted next speaker,
or "None" if you think the discussion should end here)
[EOS] (a special token representing the end of the
answer)

Figure 11: The prompt for the discussion manager to
decide the next speaker.

In the group discussion settings, each agent main-
tain their own emotion status and goal to have con-
versations. A dialogue manager will monitor the
overall history and decide the next speaker. Fig-
ure 11 shows the prompt that the dialogue manager
uses to generate the next speaker. After the dia-
logue manager name the next speaker, the agent
with the associate role will speak based on its own
self-emotion and goal. The prompt that the agent
uses to generate a response is shown in Figure 12.

Your name is <name>. You are a/an <position>. Here is
you profile:
<overview>
Your team is now having a discussion on <topic>. Now
you are discussing <step>.
Here is the discussion history:
<history>

Now, you are encountering an emotional event that: You
are <self_emotion>.
Your goal is <goal>.
Carefully generate your response based on your current
mood and the history. Make your utterance less than 50
words.

Output format:
[BOS] (a special token to represent the beginning of your
utterance)
You: (your utterance after following token "You:")
[EOS] (a special token to represent the end of your
utterance)

Figure 12: The prompt that the agents use to generate a
response with self-emotion.

C Strategy List

Table 8 shows the list of strategies that we use
for generating conversations. The strategies are
adapted from the analysis of response intents on the
ED dataset. However, in order to demonstrate more
diverse actions of the models, we made modifica-
tions by adding a “rejection” action and merging
minor intents to similar main ones (e.g, “approving”
is merged by “acknowledging or admitting”).
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Fixed context conversation

Fixed context from ED

Friend: I am waiting to see if I pass the GRE.
Me: I hope you did it. Don’t worry too much.
Friend: Thank you, I am trying my best.

Generated conversation

Me: You’ve put in so much work, I’m sure the results will reflect that. Just hang
in there a bit longer.
Friend: I hope so. How about you? Are you feeling any better about the meeting and
the keys?
Me: Kind of stressed, not gonna lie. Misplacing keys is the last thing I needed
today. But talking this out with you actually helps a bit. We’re both in this
waiting game, huh?
Friend: Absolutely, we’re in it together. If there’s anything I can do to help
with the keys or to take your mind off the meeting, let me know.
Me: Thanks, I appreciate it. Let’s both keep our spirits up. I’ve got to sort out
my situation, but we’ll catch up soon, okay? Fingers crossed for your GRE results!
Friend: Thanks! And good luck with your keys and meeting. Let me know how it goes.

Table 7: An example of the generated conversation by GPT-4.

Strategy Example

Questioning for details What are you looking forward to?
Acknowledging or admitting. That sounds like double good news.

Encouraging. No worryies, I think you can definitely make it!
Sympathizing. So sorry to hear that.

Suggesting. maybe you two should go to the pet store and find a new
pet!

Sharing own thoughts/opinion. I would love to have a boy too, but I’m not sure if I want
another one or not.

Sharing or relating to own experience. I had a friend who went through the same thing.
Expressing care or concern. I hope the surgery went successfully and with no hassle.

Disapproving. But America is so great now! look at all the great things
that are happening.

Rejection. I will pass this time.

Table 8: The strategy list adapted from the empathetic response intents. Several intents that are not frequently used
are merged with similar intents and a new strategy “Rejection” is added to express stronger negative emotions.

D Human Evaluation Details

Human evaluation is conducted on Amazon Me-
chanical Turk. We in total hire 43 annotators for
the evaluation on the conversations. The annotators
are requested to answer a questionnaire as shown
in Table 9 and select one model over the other. The
questions are adapted from ACUTE-Eval. To ver-
ify the quality of evaluation, during the task, the
annotators are asked to answer some verification

questions such as “Why did you choose this conver-
sation?” In a final post-processing step, evaluations
with non-reasonable verification answers will be
filtered out. Typical non-reasonable verification an-
swers are single words (“GOOD”, “YES”, “NO”)
and content-irrelevant phrases (“After a short break,
Ellen has started .... ”).
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Question

Naturalness

Q1. Which dialogue do you think is more natural like two friends updating their daily life?
Q2. Which dialogue do you think is more like a dialogue between normal friends?
Q3. In which dialogue do you think the speaker B talks more naturally?

Empathy

Q4. Which speaker B understands the feelings of the seeker better?
Q5. For speaker B in these two conversations, who do you think understands human
emotion better?
Q6. Which speaker B shows more empathy on the seeker?
Q7. Which speaker B do you think is expressing in a more emotional way?
Q8. If you are speaker A in the conversation, which speaker B do you think you can
more easily understand their mood?

Interestingness

Q9. Which conversation do you think contains more useful information?
Q10. Which speaker B do you think you want to talk with?

Humanness

Q11. If you had to guess that one speaker B is human and one is a bot, which do you
think is human?
Q12. Which speaker B sounds more like a real person?

Table 9: The Questionnaire for human evaluation on the conversations generated by different models.

<content> which has <number> people. Each member
has their own role, now generate the profiles of all
<number> members.

Output format:
Person 1:
[BOF] (a special token to represent the beginning of a
profile)
Name: (name of the person)
Role: (select from ["leader", "member"])
Position: (the position of this person in the team)
Overview: (a short background introduction of this person)
[EOF] (a special token to represent the end of a profile)

Figure 13: The prompt we use to generate profiles of
members in a group discussion.

E Group Discussion

Table 10 shows the percentage of decisions that
have been altered after the introduction of self-
emotion. Across all topics, a notable portion of
decisions is observed to be affected. Further in-
vestigation into the effectiveness of positive and
negative self-emotion in the decision-making pro-
cess reveals that negative self-emotion can result in
a greater diversity of decisions, consistent with the
findings in (Koch et al., 2013).

<content> which has <number> people. Currently they are
having a discussion about <topic>. Generate the sub-
topics they need to get agreement on.

Output format:
Topic 1:
[BOT] (a special token to represent the beginning of a
sub-topic)
Content: (the concrete sub-topic they are talking about)
Active members: (select from <position_list>)
[EOF] (a special token to represent the end of a sub-topic)

Figure 14: The prompt we use to generate steps of a
topic in a group discussion.

Table 11 presents the average length of discus-
sion and the number of utterances spoken by the
target agent in each step when positive and nega-
tive self-emotions are applied. It shows that dis-
cussions reach an agreement more swiftly with
positive self-emotion compared to negative self-
emotion. Furthermore, members exhibiting posi-
tive self-emotion tend to be more active and engage
in more dialogue compared to those with negative
self-emotion during group discussions.
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Topic Decision Change Rate

Pos Neg All

House design 54.29 66.67 58.00
Trip to Italy 44.29 56.67 48.00

Charity Event 53.06 80.95 61.43
Hosting Party 48.98 61.90 52.86

APP development 54.29 66.67 58.00

avg. 50.98 66.57 55.66

Table 10: The percentage of decisions that have been
changed after applying self-emotion to a random mem-
ber. Pos: discussions with positive self-emotion. Neg:
discussions with negative self-emotion.

Self-emotion Length Frequency

Without Self-emotion 39.00 8.50

With Self-emotion

Positive 48.29 11.29
Negative 51.67 8.00

Table 11: The average length of discussion to get to
an agreement for each step and the frequency of the
member with self-emotion in the discussion.


