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Abstract
Customer-support services increasingly rely on
automation, whether full or with human inter-
vention. Despite optimising resources, this may
result in mechanical protocols and lack of hu-
man interaction, thus reducing customer loyalty.
Our goal is to enhance interpretability and pro-
vide guidance in communication through novel
tools for easier analysis of message trends and
sentiment variations. Monitoring these con-
tributes to more informed decision-making, en-
abling proactive mitigation of potential issues,
such as protocol deviations or customer dis-
satisfaction. We propose a generic approach
for dialogue flow discovery that leverages clus-
tering techniques to identify dialogue states,
represented by related utterances. State tran-
sitions are further analyzed to detect prevail-
ing sentiments. Hence, we discover sentiment-
aware dialogue flows that offer an interpretabil-
ity layer to artificial agents, even those based
on black-boxes, ultimately increasing trustwor-
thiness. Experimental results demonstrate the
effectiveness of our approach across different
dialogue datasets, covering both human-human
and human-machine exchanges, applicable in
task-oriented contexts but also to social media,
highlighting its potential impact across various
customer-support settings.

1 Introduction

Dialogue systems are increasingly pervasive, play-
ing a crucial role in communication with customers
in many companies. Monitoring and visualizing
conversations produced by such systems offers
a deeper comprehension of dialogue interactions,
unveiling communication patterns, and providing
valuable insights into the user experience. It is thus
essential to ensure high-quality service. Here, the
analysis of frequent dialogue flows plays an impor-
tant role, as they will depict the organic evolution
of interactions, enhancing human interpretability.

Obtaining dialogue flows from black-box sys-
tems, such as chatbots based on Large Language

Models (LLMs) or other encoder-decoder frame-
works, can be challenging due to their generative
and open-domain nature. Nonetheless, the ability
to represent the conversation progression and con-
sider emotional aspects such as the sentiment of the
speakers is valuable, especially in activities requir-
ing real-time assistance from responsible agents.

We propose an approach for automatic dialogue
flow discovery from a history of written dialogues,
and their representation in a transition graph. We
begin by grouping similar utterances into clusters,
which may be seen as dialogue states. Then we rep-
resent possible paths with their respective probabil-
ities from the beginning to the end of the dialogue.

Furthermore, we enrich the states with the av-
erage sentiment of the included utterances. This
has applications in a wide range of services and
products involving dialogue or customer support,
including call centers, emergency services, and vir-
tual assistantsIt also serves as an assessment tool,
offering stakeholders a way to compare dialogue
systems based on how they handle client requests
while maintaining or improving their sentiment.
Moreover, this approach can potentially identify
topics that often result in negative sentiment. The
main contributions of this work are summarized as:

• The proposal of a solution for the automatic
discovery of dialogue flows that are adaptable
to any language and domain, offering an inter-
pretability layer to dialogue systems;

• The integration of sentiment analysis into ex-
isting/automatically generated flows, enrich-
ing interpretability with sentiment variations;

• The proposal of flow metrics for assessing
(i) agents’ performance based on sentiment
variation, (ii) effectiveness in capturing com-
mon states, and (iii) sentiment and cluster co-
hesion within flows;

• A visual analysis of flows discovered from
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diverse dialogue datasets, spanning various
services and types, complemented by the pro-
posed metrics, while showcasing the proposed
approach and confirming its benefits;

• A proposal for an advanced analysis layer that
includes sentiment variation representation
within each cluster, offering valuable insights
for assessing agent performance and identify-
ing sentiment-associated states.

The remainder of the paper is structured as fol-
lows: Section 2 reviews work related to dialogue
flow discovery and sentiment analysis; Section 3
describes the proposed approach for sentiment-
aware dialogue flow discovery; Section 4 clari-
fies the meaning of each element in the sentiment-
aware dialogue flows, and describes the experimen-
tal setup, the used datasets, and the flow metrics
proposed; Section 5 presents and analyses the re-
sulting flows; Finally, Section 6 concludes the pa-
per and provides cues for future work.

2 Related Work

The categorization of utterances in dialogue sys-
tems may help in understanding user intentions
and facilitating effective interactions (Deng et al.,
2023; Gonçalo Oliveira et al., 2022). Generally,
utterances are classified according to user inten-
tions (Vedula et al., 2020; Mou et al., 2022) or
dialogue acts (Ribeiro et al., 2019; Liu et al., 2017),
both providing valuable insights for task-oriented
systems. However, the automatic classification of
utterances is typically supervised and thus relies on
annotated data, which is not always available. On
the other hand, encoder-decoder systems, including
those based on LLMs (e.g., ChatGPT1), do not rely
on such classifications, but their flexibility comes
at the cost of higher data demand and less control.

Traditional task-oriented dialogue systems are
sustained by the design of flows to guide conver-
sations towards specific goals. This entails defin-
ing specific user intentions and training phrases,
and can be facilitated by tools like Google’s Di-
alogFlow2, Microsoft Luis3, or Rasa4. Automating
this process involves grouping semantically-similar
utterances and representing them in a vector space,
towards efficient intent discovery (Hashemi et al.,
2016; Park et al., 2022; Liu et al., 2021).

1https://chat.openai.com/
2https://cloud.google.com/dialogflow
3https://www.luis.ai/
4https://rasa.com/

Representing dialogue flows as transition graphs
offers insights on topics and other trends (Bouraoui
and Lemaire, 2017). An earlier approach (Ritter
et al., 2010) for flow discovery uses Hidden Markov
Models on Twitter conversations. It introduces
features like clustering similar utterances, vertices
for marking the beginning and end of dialogues,
as well as a threshold for ignoring low-probability
transitions. Towards interpretability, clusters were
labelled manually. Ferreira et al. (2024) developed
a similar approach with automatic labelling.

By analysing communication trends, flow dis-
covery may assist in the design of dialogue systems.
This is the main goal of Graph2Bots (Bouraoui
et al., 2019), which adopts co-clustering for
discovering dialogue states and transitions in
human-human conversations. An alternative ap-
proach (Sastre Martinez and Nugent, 2022) clusters
utterances with DBSCAN and relies on finite-state
automata for discovering ranked flows, based on
the frequency of question-response sequences.

Sentiment Analysis (SA) (Liu, 2015) aims to ex-
tract sentiments from texts. In dialogues, it may
help in identifying situations of sentiment degrada-
tion, which may then be acted upon, e.g., through
a fallback system that replaces an artificial agent
by a human; or by collecting information for later
retraining the human or artificial agent.

SA has been combined with other tasks, such as
dialogue act recognition, which reinforce one an-
other. For instance, detecting agreement often cor-
responds with the expression of the same sentiment,
while transitions from negative to neutral tend to
coincide with changing to a statement. Works that
tackled these tasks jointly (Xu et al., 2023; Qin
et al., 2020; Li et al., 2020) benefited from it, and
achieved high or state-of-the-art (SOTA) perfor-
mances in datasets like Mastodon (Cerisara et al.,
2018). Moreover, Song et al. (2023) outperformed
several SOTA methods for user satisfaction estima-
tion in task-oriented dialogue systems by exploiting
SA in a multi-task adversarial strategy.

The seemingly symbiotic relationship between
SA and other tasks motivated its application to dia-
logue flow discovery. Yet, to the best of our knowl-
edge, no other work has combined these tasks.

3 Proposed Approach

We propose a generic approach for automatically
discovering the most common flows in a history
of dialogues, while simultaneously associating sen-

https://chat.openai.com/
https://cloud.google.com/dialogflow
https://www.luis.ai/
https://rasa.com/


276

timent with their transitions. It comprises three
distinct steps, outlined in Figure 1:

1. Utterance Clustering clusters semantically
similar utterances, represented by their em-
bedding. Discovered clusters may be seen as
approximations to dialogue states.

2. Flow Discovery computes the most frequent
paths. The result is a transition graph
G(C, T ), where nodes c ∈ C represent di-
alogue states and edges t(ci, cj , pij) ∈ T rep-
resent transitions. The latter are weighted ac-
cording to their probability, computed as in
Equation 1, where |t(ci, cj)| represents the
number of utterances in cj that immediately
follow a utterance in ci.

pab =
|t(ca, cb)|∑
x∈C |t(ca, cx|

(1)

3. Sentiment Classification enriches G with
sentiment information. When sentiment is
not available with the data, each utterance’s
sentiment can be determined by an external
tool for the purpose. This enables the compu-
tation of the most predominant sentiment in
each state and transition.

Dialogues
(history)

user: How can I help?
sys: Delivery time
user: The delivery time of books depends on their
availability from the respective publishers, so we can’t
guarantee a delivery time.
sys: Book preparation
user: I’m sorry I didn’t understand or don’t have enough
information to answer. Could you please rephrase your
question?
user: Order preparation

sys: Order preparation is the process in which the order

is separated and prepared for shipment.

Utterance
Clustering

Flow
Discovery

Sentiment
Classification

Figure 1: Overview of the proposed approach and an
illustrative dialogue between a customer (user) and an
artificial agent (sys).

The proposed approach can be applied to any col-
lection of written dialogues, ideally with two speak-
ers, but of any type, in any language, or domain,
as long as utterances are provided in sequence and
speakers are identified. The graph G can be visu-
ally represented, thereby enhancing human inter-
pretation. The sentiment may be visually repre-
sented with different colours for each edge, such as
green, yellow, and red, representing predominantly
positive, neutral, or negative sentiments, respec-
tively (as shown on the right-hand side of Figure

1). Sentiment-aware dialogue flows can be useful
in various scenarios, including:

Identifying communication trends i.e., the dis-
covery of flows from any type of dialogue promotes
the identification of common and/or undesired top-
ics or transitions, which can be used to improve the
agent, e.g., by changing intents, reviewing proto-
cols, or adjusting human resources;

Interpreting black-box dialogue systems i.e.,
the discovery of flows in human-machine dialogues
adds an interpretability layer that increases under-
standing of the agent and promotes the identifica-
tion of issues. Potential strategies for addressing
such issues may include retraining the agent or
implementing additional rules;

Planning and developing dialogue systems i.e.,
the analysis of human-human dialogues towards
the identification of potential dialogue states and
representative words or sentences, valuable to the
agent’s development process.

In any scenario, the dialogue collection should
be as comprehensive as possible and, ideally, cover
all relevant intents. The set of applications attests
to the versatility of the approach. Still, in this pa-
per, we focus on the interaction between a customer
and an agent, where the ability to understand and
efficiently manage interactions is essential for im-
proving the quality of service and, consequently,
customer satisfaction.

4 Experimentation

In order to confirm the applicability of the
sentiment-aware dialogue flows, extensive experi-
mentation was conducted. This involved the imple-
mentation of each step of the proposed approach,
introduced in Figure 1, with adequate tools, as well
as the application to a range of dialogue datasets.
This section details the implementation of the un-
derlying processes but, before delving into the pre-
vious steps, we provide some clarifications on the
visual notation used throughout the paper, aided by
the illustrative diagram in Figure 2.

The diagram (G) showcases the ideal scenario,
in which an agent successfully manages to switch
the customer’s sentiment from negative, at the Start
Of the Dialogue (SOD), to positive, by the End
Of the Dialogue (EOD). SOD and EOD are rep-
resented by specific nodes, which can be seen as
states, represented as yellow boxes. The others
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SOD

user → bad internet area

sys → protocol fix sorry

user → thank solved problem

sys → bye thank contact

EOD

’Hi, I’m having internet problems in
my area’
’Bad internet connection’
’There is no internet in my area, bad
service’
...

’Thank you for contacting us’
’Bye, please contact us whenever you
need’
’Bye, thank you for choosing our
service’
...

0.44

0.71

0.58

0.76

0.93

Figure 2: Example of a sentiment-aware dialogue flow
showcasing an ideal scenario.

correspond to the discovered clusters (C) and are
represented by ellipses labelled with representative
words in their utterances. States representing clus-
ters by different speakers are also differentiated.
In G, user clusters are coloured in light blue and
agent clusters in dark blue. The diagram is comple-
mented with examples of clustered utterances, on
the right-hand side.

Edges represent transitions (T ) between clusters
and have an associated weight, corresponding to
their probability. For instance, G shows a 58%
probability of moving from sys→protocol fix
sorry to user→thank solved problem. The
sum of all probabilities of T originating from the
same cluster is 1. Nevertheless, in order to simplify
the flow, a threshold can be applied for ignoring
low-probability transitions, as carried out in this
example. The colour of each transition represents
the average sentiment within the destination clus-
ter. Red corresponds to a more negative sentiment,
green to a positive, and yellow to a neutral sen-
timent. For EOD, however, transitions represent
the sentiment of the origin cluster, thus making
the sentiment in the final interactions clearer and
contributing to more immediate conclusions.

4.1 Datasets

The proposed approach was applied to five different
dialogue datasets, covering different channels (so-
cial media, chat, telephone), types of dialogue (task-
oriented, open) and agent (human, machine), do-
mains (tourism, telecommunications, retail, open)
and languages (English and Portuguese). Specifi-
cally, the following datasets were used:

EmoWOZ (Feng et al., 2022) a public dataset
of task-oriented dialogues that extends Multi-
WOZ (Budzianowski et al., 2018), thus covering

multi-domains related to tourism. EmoWOZ’s ad-
ditionally has emotions assigned to utterances, in-
cluding valence, translatable to a polarity (positive,
neutral, negative).

TwitterDialogueSAPT (TDSAPT) (Carvalho
et al., 2023) a public dataset of customer-support
dialogues in Portuguese, extracted from Twit-
ter, with entities (i.e., accounts) in the domains
of Telecommunications, Television, Healthcare,
eCommerce, and Finance, where utterances have
manually-annotated sentiment. We adopted the
original approach for extending this dataset with
more dialogues from the same entities in the same
timeline (April–May, November–December 2022).

TelecomSAPT transcriptions of customer-
support dialogues, sampled from two months in the
call center of a Portuguese Telecommunications
company, with manually-labelled sentiment.

RetailPT a collection of customer-support di-
alogues of a Portuguese retail company, col-
lected during a seasonal campaign that lasted 2.5
months (July–September 2023). Dialogues are
between human customers and a proprietary Re-
trieval Augmented Generation system based on
fine-tuning an optimised version of Quokka56.

Mastodon (Cerisara et al., 2018) a public
dataset of dialogues extracted from the Mastodon
social network, particularly from the octodon.social
instance, with manually-annotated sentiment.
These are open-domain conversations between two
users and, as such, do not involve a service.

For some datasets, we could get the polarity of
the utterances from available annotations. This
was, however, not the case of RetailPT and the
extension of TDSAPT, which employed a classifier
fine-tuned in similar data (see Section 4.2).

Since the labels in TDSAPT were binary (nega-
tive and non-negative), we binarised the labels of
all datasets, which still enabled the identification
of negative transitions, the most problematic.

Table 1 describes the datasets according to chan-
nel (Chat, Phone, Social Media - SM) type of dia-
logue (Task Oriented - TO; Open) type of agents,
domain, language (English - EN; Portuguese - PT),
and number of dialogues.

5hf.co/automaise/quokka-7b
6Both TelecomSAPT and RetailPT were gently transferred

to our team in the scope of projects with the industry, but are
proprietary and cannot be publicly released.

hf.co/automaise/quokka-7b
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Dataset Channel Type Agent Domain Lang #Dialogs
EmoWOZ Chat TO Human Tourism EN 10,253
RetailPT Chat TO Machine Retail PT 3,317
TelecomSAPT Phone TO Machine Telecom PT 1,000
TDSAPT SM TO Human Several PT 2,575
Mastodon SM Open Human Open EN 535

Table 1: Brief description of each dataset, including
channel, type of dialogue, type of agents, domain, lan-
guage, and number of dialogues.

Table 2 presents the number of utterances in each
dataset, the sentiment distribution (negative and
non-negative) and informs on how the sentiment
labels were obtained: in the data (D), automatic (A)
by a supervised model, converted (C).

Dataset # Utterances % Neg % Non-Neg Source
EmoWOZ 140,801 1.57 98.43 C
RetailPT 19,098 28.79 71.21 A
TelecomSAPT 5,312 18.39 81.61 D
TDSAPT 5,966 36.15 63.85 D+A
Mastodon 2,205 31.61 68.39 D

Table 2: Analysis of the sentiment distribution in each
dataset, including the source of sentiment labelling.

Tables 1 and 2 confirm the diversity of covered
scenarios. They encompass various channels, dia-
logue types, agents, domains, and languages, attest-
ing to the generalisation potential of the proposed
approach. Datasets differ in size and prevalence of
negative sentiment, spanning from as low as 1.6%
of utterances in EmoWOZ to 36% in TDSAPT.

4.2 Implementation
Utterance embeddings were obtained from sen-
tence transformers available in the HuggingFace
Hub. Different models were used for English7 and
Portuguese8, both representing textual sequences
in 384-dimension vectors.

Clustering was performed with the K-means
method, as available in scikit-learn9. For each
dataset, the number of clusters was optimised
for maximizing the Silhouette score (Rousseeuw,
1987), which evaluates the cohesion and separation
of formed groups. This relied on Optuna10, consid-
ering a range of 3–10 clusters for each speaker.

For the textual labels of the clusters, a document
is created for each cluster, with its concatenated
utterances. Using the same models as in the clus-
tering step, the label resulted from the most fre-
quent keyword for each cluster, obtained with Key-
BERT (Grootendorst, 2020), considering a range

7hf.co/sentence-transformers/all-MiniLM-L6-v2
8https://tinyurl.com/2fcwpuz7
9https://tinyurl.com/4ymet8ff

10optuna.org/

of [1–3]-grams, and after removing stopwords in
the NLTK (Bird and Loper, 2004) lists.

The sentiment of unlabeled utterances in TD-
SAPT and RetailPT was classified with a BERT
model pretrained for Portuguese (Souza et al.,
2020), fine-tuned for identifying negative and non-
negative sentiments in Portuguese dialogues, in
a similar fashion to the best model in related
work (Carvalho et al., 2023). The main difference
was the fine-tuning datasets, selected for sharing
more similarities with the data to classify: in the
extension of TDSAPT, the model was fine-tuned in
the original dialogues of TDSAPT, with a 75% F1-
score on it, whereas in RetailPT it was fine-tuned in
TelecomSAPT, with a 74% F1-score on the former.

Finally, for representing the sentiment in each
cluster, we compute the average sentiment in all its
utterances. If the average sentiment is low (<0.4),
high (>0.6), or in-between, we colour the incom-
ing transitions in red, green or yellow, respectively.
As the range of values associated with green and
red is larger, we further define colour gradients: if
the average sentiment is closer to 0.0 or 1.0, the cor-
responding colour gets darker. We recall that, as an
average, this value may not represent the sentiment
of all the utterances in each cluster. Hence, we pro-
pose a second, more in-depth analysis that includes
the standard deviation (STD) of the sentiment in
each cluster. Specifically, we compute: (i) the av-
erage sentiment (AVG); (ii) the sentiment at the
highest deviation point (AVG+STD and assigning
the corresponding colour); and (iii) the sentiment
at the lowest deviation point (AVG-STD). This is
considered in the graphical visualisation by adding
a three-layered box to each cluster, with a larger
middle layer coloured with the average sentiment,
and the others with the sentiment at the lowest (left)
and highest (right) deviation points. Some resulting
dialogue flows are presented in Section 5.

4.3 Flow metrics
The discovered flows contribute to faster analysis
of trends in the underlying dialogue datasets, but
comparing flows from different datasets can still be
subjective. To complement the analysis and make
the comparison more straightforward, we designed
objective metrics, computed directly from the flows.
They capture the following aspects: (i) the agents’
performance based on the sentiment throughout the
dialogue flow; (ii) how well the clusters represent
the dataset based on the proportion of dismissed
utterances; (iii) the flow’s cohesion regarding sen-

https://hf.co/sentence-transformers/all-MiniLM-L6-v2
https://tinyurl.com/2fcwpuz7
https://tinyurl.com/4ymet8ff
https://optuna.org/
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timent and its clusters. The computed metrics are
described ahead, with customer support in mind.

EOD−: proportion of utterances that reach EOD
with a negative sentiment. This can be applied to
other sentiment levels but negativity is the one that
should be mitigated;

∆Sentiment: difference between the sentiment
of the utterances at the end of the dialogue and of
those at the start.

SOD ↛ EOD: proportion of utterances from
all speakers that were dismissed in the flow, i.e.,
those that took paths with a probability lower than
the set threshold, ending up not represented;

Flow Cluster Cohesion (FCC): average Silhou-
ette score of the clusters;

Flow Sentiment Cohesion (FSC): average stan-
dard deviation of the sentiment at each cluster;

Average Initial Sentiment (AIS): average sen-
timent of each cluster with an incoming transition
from SOD. As opposed to the values considered
in ∆Sentiment, this is calculated by cluster (i.e.,
each contains the average sentiment of the utter-
ances within) and not by utterance.

Average Final Sentiment (AFS): average senti-
ment of each cluster with outgoing transitions to
EOD. As opposed to ∆Sentiment, this is com-
puted by cluster, not by utterance.

An analysis of these metrics should be enough
to get insights on the performance of the agent(s).
Ideally, it would present (i) a low EOD−, i.e., man-
aged to avoid negative sentiment, (ii) a positive
∆Sentiment, i.e., sentiment improved throughout
the flow, (iii) a low SOD ↛ EOD, i.e., most utter-
ances were represented, (iv) a high FCC, i.e., data
fits the clusters well, and (v) a low FSC, i.e., senti-
ment at each cluster does not deviate much. Finally,
AIS and AFS should be analysed together as the lat-
ter should be higher than the former, i.e., sentiment
at the cluster level should improve throughout the
flow. The next section reports on applying these
metrics to the considered datasets.

5 Results and Discussion

Flows were discovered from every considered
dataset and the designed metrics were computed
as well. Together, they provide insights into inter-
pretability, communication trends, and limitations

of the agents, among others. This section discusses
some of the discovered flows and reports on the
metrics computed for all. Due to lack of space, we
do not present the flows for all datasets, but include
them in the Appendix A.

The dialogue flow for RetailPT data is presented
in Figure 311. Various interactions between the
user and the (artificial) agent can be observed. We
immediately note that the first interaction of the
agent (SOD’s outgoing transition), is always the
same, with probability 1.0. The label of the initial
cluster suggests an offer of assistance, which is
confirmed by the data: in fact, all dialogues start
with the How can I help? utterance.

SOD

sys -> can help how

1.0

user -> webform thanks order

0.19

user -> expected arrival books

0.4

user -> order shipment delayed

0.36

0.13

sys -> rephrase question ask

0.3

sys -> message please rephrase

0.13

sys -> vouchers should contact

0.11

sys -> can help questions

0.15

sys -> deadline delivery books

0.22

sys -> scholar books can

0.23

0.27 0.16

0.23 0.2

sys -> cancellation order voucher

0.24

0.17

0.12

EOD

0.63

0.36

0.17

0.16

0.31

0.27

0.23

0.2

0.31

0.41

0.18

0.19

0.22

0.19

0.67

0.36

0.13

0.11

0.4

0.31

0.24

0.37

Figure 3: Sentiment-aware dialogue flow discovered for
RetailPT.

With the help of the labels, we see that this inter-
action is followed by a user message: thanking for
the order; querying about the arrival of the books;
or informing on a shipment delay. As the proba-
bilities of each transition from the can help how
state do not sum up to 1.0, there is at least one
low-probability transition (i.e., p < 0.1) not repre-
sented. Afterwards, the agent replies and, in some
cases, asks the user to rephrase the question. Inter-
actions continue until the EOD, which marks the
end of the conversation.

In this case, non-negative sentiments (i.e., shades
of green) predominate. Additionally, there are
edges with neutral colours leading to the can help
questions state and red edges associated with neg-
ative sentiments in the rephrase question ask
and message please rephrase states. We may
deduce that the agent is failing to process the re-
quests, which could potentially increase the user’s
frustration as some end the conversation afterwards.

11RetailPT data is in Portuguese. For an easier interpreta-
tion by the readers, cluster labels were translated to English.
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This negative sentiment could potentially be miti-
gated by retraining the agent to better handle the
queries that lead to those clusters.

It is important to note that the colour of the edges
represents the average sentiment of utterances in
each cluster, which may not fully capture the sen-
timent of the entire cluster. Hence, we created an
advanced analysis layer, shown in Figure 4, which
considers the sentiment’s standard deviation for
each cluster via a three-layered cluster.

In the can help questions state, the average
sentiment is represented by the colour yellow (i.e.,
neutral). Its left layer (red) represents the sen-
timent at its lower deviation value and its right
layer (green) represents the sentiment at its highest
deviation value. In this case, the average does not
accurately represent the sentiment within that clus-
ter as it also includes strong negative and positive
values (i.e., deep shades of red and green).

In states such as scholar book can or
vouchers should contact, there is minimal sen-
timent deviation, as each layer of the node ap-
pears uniformly green, suggesting that the senti-
ment within the utterances of underlying clusters
is accurately represented by their average.

Table 3 reports on metrics computed for the ut-
terances’ transitions and their sentiment. We recall
that these can be used to evaluate an agent’s per-
formance and how well the flow captures common
states, i.e., represents most utterances.

EmoWOZ has EOD− = 0, meaning no dia-
logue ends with negative sentiment. Moreover, it
has the highest SOD ↛ EOD, meaning that, with
the applied threshold (0.1), most utterances are lost
along the way. As this is the largest dataset (seven
times larger than RetailPT) it makes sense that it
would be challenging to represent each utterance in
it. Sentiment variation is the lowest for this dataset.

TelecomSAPT has the highest EOD−, meaning
it is the dataset that mostly finished with negative
sentiment, followed by RetailPT. This means that
the involved (artificial) agents could benefit from
an in-depth analysis, possibly culminating in re-
viewing and/or retraining. These are also the only
datasets with a negative sentiment variation, i.e., by
the end of the dialogue, sentiment gets lower. They
also show high SOD ↛ EOD, as does Mastodon,
meaning these three datasets lose over half of their
utterances throughout the flow.

Mastodon and TDSAPT show intermediate val-
ues overall and the latter has the lowest SOD ↛
EOD, meaning that more than half the utterances

are represented in the flow. Both datasets have
a positive sentiment variation, suggesting an im-
provement by the end of the conversation.

In both cases, it is not easy to speculate more.
Mastodon has social media dialogues, where senti-
ment can flow, without clear negative consequences
as in customer-support. Moreover, TDSAPT in-
cludes dialogues with a broad range of entities, and
would benefit from a future analysis of the flows
for each, independently.

Dataset EOD− ∆Sentiment SOD ↛ EOD

EmoWOZ 0.0 0.02 0.83
RetailPT 0.25 -0.28 0.63
TelecomSAPT 0.34 -0.06 0.55
Mastodon 0.08 0.18 0.65
TDSAPT 0.12 0.06 0.43

Table 3: Evaluation metrics for assessing agents’ perfor-
mance and flow’s ability to capture common states.

Table 4 presents metrics for assessing the cohe-
sion of flows regarding sentiment and clusters. In
EmoWOZ no dialogue ends with a negative senti-
ment (1.00 AFS). It has also the lowest FSC,i.e.,
sentiment does not vary much within each cluster.

RetailPT has the highest AIS, however, AFS
suggests that sentiment gets worse by the end of
the dialogues. It has also the highest FCC, meaning
that the data is well-fitted to the clusters.

Mastodon has the highest FSC, meaning that,
contrary to EmoWOZ, sentiment diverges consid-
erably within each cluster. However, AIS and AFS
suggest that it increases by the end of the dialogue.
It also presents the lowest FCC, meaning that data
may not be well-fitted to the clusters, which aligns
with the high divergence of sentiment within them.

TelecomSAPT and TDSAPT display intermedi-
ate results in flow cohesion and variation of sen-
timent within clusters. However, whereas the for-
mer’s AIS and AFS suggest sentiment across the
dialogues is predominantly positive, for the latter,
AIS and AFS have the lowest values, suggesting
a more neutral sentiment. For TDSAPT, the dif-
ference between AIS and AFS is low, as is the
∆Sentiment, but in different directions. The for-
mer value should be more accurate as it computes
the variation by utterance instead of cluster.

Dataset FCC AIS AFS FSC
EmoWOZ 0.11 0.96 1.00 0.12
RetailPT 0.46 1.00 0.67 0.29
TelecomSAPT 0.26 0.82 0.71 0.26
Mastodon 0.04 0.68 0.71 0.41
TDSAPT 0.14 0.57 0.55 0.31

Table 4: Flow cohesion metrics for considered datasets.
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Figure 4: Sentiment-aware dialogue flow with standard deviation discovered for RetailPT data.

Finally, two factors could impact the discovery
of sentiment-aware dialogue flows and, thus, their
analyses: (i) the sentiment classifier, and (ii) the
flow discovery process, including the clustering
and labelling methods. The low performance of any
of these can cause a chain reaction, decreasing the
quality of the final analysis. As such, performance
at each level should always be considered.

6 Conclusion

Technological advances have increased reliance
on Artificial Intelligence, including for customer-
support services. While efficient cost-wise, cus-
tomers can tell they are interacting with an artificial
agent or a human following a mechanical protocol,
and this degrades their interaction and deteriorates
the customers’ loyalty. Our goal is to mitigate that
by providing additional interpretability, also con-
tributing to increased trustworthiness.

We proposed a novel approach for automatically
discovering the most common flows in a history of
dialogues, while considering the sentiment. These
are useful for various applications, from identifying
communication trends to interpreting black-box
dialogue systems, and contribute to uncovering the
triggers of problematic situations.

Our solution is independent of domain and lan-
guage, and does not require dialogues labelled
with intents or acts. Its implementation enabled
the discovery of flows from a diverse set of dia-
logue datasets, out of which interesting insights
were gathered, also with the help of computed
metrics. For instance, in dialogues with artificial
agents (RetailPT, TelecomSAPT), sentiment gets
worse throughout the flow. The automation of such
agents results in more mechanical answers and,
thus, more cohesive clusters (FCC), when com-
pared to other datasets. Mastodon and TDSAPT
were collected from social media and cover multi-

ple domains, which contributes to a higher variation
of sentiment (FSC). Metrics also reveal that, with
the parameters set (i.e., probability threshold of 0.1
and maximum 10 clusters for speaker), a large por-
tion of utterances is lost in the flow discovery pro-
cess. These regard low-probability transitions, but
may degenerate interpretation, especially for large
datasets as EmoWOZ. Yet, the alternative would
be either to: reduce the number of clusters, with an
impact on cohesion; or increase both the number of
clusters and the threshold, with a negative impact
in interpretability. Therefore, we plan to test alter-
native implementations and analyze their impact
on the previous, including clustering and labelling
methods, and sentiment classification, where new
trends (Zhang et al., 2023) can be explored. The
computation of more metrics should also be consid-
ered, e.g., for assessing the coverage of discovered
flows in unseen dialogues from the same domain.
Finally, towards stronger conclusions, flows should
be discovered from additional datasets.

Another focus will be on flow visualization.
While moving away from a graph-based model
is unlikely, we consider integrating additional ele-
ments (e.g., reflecting the number of utterances in
the node’s size) and interactivity, towards improved
interpretability (e.g., selecting the best threshold;
highlighting the path taken in a specific dialogue).
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dataset covered in this work but also the one with
the lowest percentage of negative utterances. It
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covered for this dataset, with the latter presenting
the sentiment standard deviation.

A.2 RetailPT
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Figure 5: Sentiment-aware dialogue flow discovered for EmoWOZ data
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standard deviation.
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Figure 6: Sentiment-aware dialogue flow with standard deviation discovered for EmoWOZ data

SOD

sys -> can help how

1.0

user -> webform thanks order

0.19

user -> expected arrival books

0.4

user -> order shipment delayed

0.36

0.13

sys -> rephrase question ask

0.3

sys -> message please rephrase

0.13

sys -> vouchers should contact

0.11

sys -> can help questions

0.15

sys -> deadline delivery books

0.22

sys -> scholar books can

0.23

0.27 0.16

0.23 0.2

sys -> cancellation order voucher

0.24

0.17

0.12

EOD

0.63

0.36

0.17

0.16

0.31

0.27

0.23

0.2

0.31

0.41

0.18

0.19

0.22

0.19

0.67

0.36

0.13

0.11

0.4

0.31

0.24

0.37

Figure 7: Sentiment-aware dialogue flow discovered for RetailPT data
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Figure 8: Sentiment-aware dialogue flow with standard deviation discovered for RetailPT data
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Figure 9: Sentiment-aware dialogue flow discovered for TelecomSAPT data
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Figure 11: Sentiment-aware dialogue flow discovered for TDSAPT data
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Figure 13: Sentiment-aware dialogue flow discovered for Mastodon data
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Figure 14: Sentiment-aware dialogue flow with standard deviation discovered for Mastodon data
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