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Abstract
Large language models demonstrate remark-
able proficiency in various tasks across multi-
ple languages. However, their potential in code-
switching remains underexplored, particularly
in cultural and educational contexts. Code-
switching or translanguaging plays a crucial
role in bilingual education, facilitating compre-
hension and engagement among students with
varied language proficiency. In this work, we
present a pedagogy-inspired framework that
introduces traditional classroom practices of
code-switching to intelligent tutoring systems.
Specifically, we develop fine-grained instruc-
tional strategies tailored to multilingual and
educational needs. We conduct experiments in-
volving both LLM-based evaluation and expert
analysis to assess the effectiveness of translan-
guaging in tutoring dialogues. Our experimen-
tal results indicate that strategic code-switching
can significantly enhance the learning experi-
ence. This work not only advances dialogic
tutors in language learning but also extends
LLMs to better accommodate multilingual in-
teraction.

1 Introduction

Large Language Models (LLMs) excel in diverse
tasks and various languages (Ouyang et al., 2022;
Wang et al., 2023a). While their task-solving
capabilities in monolingual scenarios are well-
studied (Zheng et al., 2024), their potential in code-
switching - the practice of alternating languages
within an utterance - is still less explored (Zhang
et al., 2023b). In multilingual communications,
people sometimes switch languages during the con-
versation to convey context-specific concepts and
reinforce social connections. However, current
LLMs aren’t specifically trained for translanguag-
ing scenarios, highlighting an emerging research
interest in their ability to understand and utilize
code-switching (Doğruöz et al., 2023).

* Equal contribution.

Figure 1: Examples of conversation segments in lan-
guage learning using pedagogical code-switching.

Code-switching is not only relevant in the realm
of natural language processing but also has sig-
nificant implications in educational settings (Lin,
2013). For instance, bilingual children often have
an imbalanced exposure to their first languages
(L1) at home, and show less proficiency in vocabu-
lary, grammar, and sentence structures of the target
language (L2) at school. As a result, they tend to
switch between L1 and L2 in classrooms. Accord-
ingly, as shown in Figure 1, teachers apply code-
switching strategies to clarify instructions, intro-
duce new concepts, provide necessary encourage-
ment, and facilitate the learning process (Rabbidge,
2019). These efforts are termed as “translanguag-
ing” (Williams, 1994) or “code-switching” in peda-
gogical theories, referring to the planned and sys-
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tematic use of two languages in the classroom, and
it includes both intra-sentential and inter-sentential
switching (Lin, 2016).

While code-switching in tutoring has been stud-
ied extensively in the last decades (De La Cruz,
2019; Turnbull and Arnett, 2002; De La Campa
and Nassaji, 2009; Littlewood and Yu, 2011), most
previous works focus on traditional classrooms. On
the other hand, while Intelligent Tutoring Systems
(ITSs) have shifted adaptive and personalized edu-
cation from traditional classrooms to online learn-
ing, they are often limited to monolingual contexts
and lack adaptability to mixed bilingual commu-
nication. In particular, one major challenge of
improving code-switching of dialogue systems is
the scarcity of data (Ahn et al., 2020; Doğruöz
et al., 2023). Due to the highly colloquial nature
of translanguaging, existing resources for specific
domains are limited, and collecting data at a large
scale requires considerable annotation efforts. Fur-
thermore, previous studies evaluate multilingual
models in general-purpose code-switching scenar-
ios (Tan and Joty, 2021; Adilazuarda et al., 2022)
and they often simulate mixed generation by re-
placing words in parallel corpora. However, this
approach fails to capture the complexity of effec-
tive pedagogical code-switching, which requires
strategic and purposeful integration that considers
learners’ proficiency levels and educational objec-
tives. Thus, pedagogical code-switching should go
beyond mere word swapping to facilitate compre-
hension of complex concepts and provide instruc-
tional scaffolding.

In this work, we aim to improve the generated
code-switching in conversational tutoring systems.
We first gain insights from translanguaging theories
and empirical dialogue studies to construct a ped-
agogical code-switching framework, where each
dimension combines relevant scaffolding strate-
gies to enhance language teaching through targeted
translanguaging interventions. Our framework con-
tributes to language learning by facilitating vocab-
ulary acquisition, grammatical understanding, and
conversational fluency. It also supports content
mastery through concept clarification and emo-
tional support.

To anchor a practical application, we conduct a
case study on image description for language learn-
ing, and leveraging LLMs as tutoring agents. We
utilize our proposed framework in both instructing
LLMs for fine-grained code-switching generation
and assessment. We conduct experiments on two

representative translanguaging cases (e.g., Chinese-
English, Korean-English), and deploy automated
evaluation and qualitative analysis to assess the
effectiveness of pedagogical code-switching gener-
ation in LLM-based tutoring systems. Experimen-
tal results indicate that state-of-the-art models are
capable of tailoring scaffolding actions and code-
switching to learners’ language proficiency levels
and teaching content, and strategic code-switching
can significantly enhance the learning experience.

2 Related Work

2.1 Code-switching in Dialogue Systems

Dialogue systems (conversational agents) are de-
signed to imitate various human linguistic and be-
havioral patterns (Chen et al., 2017), including
the language mixing patterns of multilingual users
(Parekh et al., 2020; Bawa et al., 2020). Rule-based
approaches use linguistic features such as discourse
makers and templates to produce bilingual utter-
ances via word replacement (Ahn et al., 2020).
Data-driven methods can achieve higher flexibil-
ity, beyond simple lexical borrowing to blending
of languages at syntactic, grammatical, and mor-
phological levels (Doğruöz et al., 2023; Liu et al.,
2022), but they heavily rely on well-annotated data.
While recent LLMs show strong multilingual capa-
bility and share certain knowledge across various
languages (Wang et al., 2023a), their potential for
coherent translanguaging is still underdeveloped
(Zhang et al., 2023b), and the exploration to dia-
logic tutoring remains limited (Choi et al., 2023).

2.2 Code-switching in Education

Research on code-switching in classrooms dates
back to the 1970s. Jacobson (1981) proposed New
Concurrent Approach (NCA), as the first bilingual
pedagogy, introducing flexible bilingual language
practices for children and youth. The pedagogical
aspects of language mixing affirm code-switching
as a viable approach to bilingual teaching and learn-
ing (Hornberger and Link, 2012). The practice of
code-switching (intentional instructional strategies
that integrate two or more languages in real class-
rooms) has been well-studied (Lin, 2013; Sinclair
and Fernández, 2023; García, 2009; Bon, 2021),
which reveals that code-switching can significantly
enhance learning and can be used as a strategic
teaching method (Moore, 2002; Cenoz and Gorter,
2022; Barahona, 2020; Vaish and Subhan, 2015).
Studies in language education further confirmed
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Figure 2: Decomposed pedagogical code-switching process, where the translanguaging is featured on scaffolding.

that the use of L1 can facilitate language acquisi-
tion, improve student engagement, and establish
rapport between teacher and students in L2 learn-
ing (Pan and Pan, 2010). Besides, these studies
emphasized the key role of teachers in manag-
ing teacher-centered Initiation-Response-Feedback
(IRF) (Wells, 1999) sequences that promote the use
of code-switching in the classroom.

2.3 Intelligent Tutoring Systems

The advancement of ITSs has marked a significant
step forward in education practice (Graesser et al.,
2018; Demszky and Hill, 2023; Wang et al., 2023b).
These systems provide personalized learning ex-
periences and instant feedback (Chaffar and Fras-
son, 2004; Harley et al., 2015; Grivokostopoulou
et al., 2017), tailored to learners’ characteristics
and needs (Dzikovska et al., 2014; Grawemeyer
et al., 2016; Nihad et al., 2017), and are shown to
positively influence students’ engagement in learn-
ing and academic performance (Kulik and Fletcher,
2016; Xu et al., 2019).

Dialogue tutor is a particular type of intelligent
tutoring system that interacts with students via nat-
ural language conversation (Nye et al., 2014; Ruan
et al., 2019). In STEM domains, conversational
ITSs can facilitate university students in problem-
solving by providing real-time feedback and hints
in text formats (Nye et al., 2023; Paladines and
Ramirez, 2020; Arnau-González et al., 2023). How-
ever, prior work has widely relied on rule-based sys-
tems with human-crafted domain knowledge (Nye
et al., 2014; Graesser et al., 2018), or data-driven
approaches that require a certain amount of human
annotation for supervised learning (MacLellan and
Koedinger, 2022). Recently, LLMs show strong
potential to build dialogue tutors with less data su-
pervision and higher coherence (Afzal et al., 2019;
Demszky and Hill, 2023; Macina et al., 2023b), and
they can be further improved by integrating LLMs
with pedagogical and learning science principles

(Stasaski et al., 2020; Sonkar et al., 2023; Macina
et al., 2023a).

3 Pedagogical Code-switching

We conceptualize “pedagogical code-switching” as
a combination of two aspects: scaffolding and
translanguaging, as shown in Figure 3. Scaffold-
ing is a dynamic intervention finely tuned to the
learner’s ongoing progress. The support given by
the teacher during scaffolding strongly depends on
the patterns of teacher-student interactions (Vygot-
sky and Cole, 1978; van de Pol et al., 2010). There-
fore, the scaffolding abilities of tutors become the
key criteria of effective tutoring systems. There are
seven dimensions of scaffolding strategies to facili-
tate teaching and learning, which are (1) Feeding
back, (2) Hints, (3) Instructing, (4) Explaining, (5)
Modeling, (6) Questioning, (7) Social-emotional
Support (Gibbons, 2015).

On the other hand, the multifaceted functions of
code-switching in teaching practices highlight its
strategic use in pedagogical contexts. DiCamilla
and Antón (2012) identified four major functions
of code-switching in classroom discussions: 1) cre-
ating, discussing, and translating content, 2) nego-
tiating grammatical, lexical, and stylistic choices,
3) planning, defining, and managing tasks, and
4) maintaining and developing interpersonal rela-
tionships. Building on this classification, Tigert
et al. (2019) expanded the framework to include
five major functions of code-switching in bilingual
classrooms: [A] Negotiating content, [B] Clarify-
ing language, [C] Checking for or confirming un-
derstanding, [D] Task management, [E] Building
relationships. These findings reveal how multiple
ways that teachers could employ code-switching
strategies to scaffold learning.

Language learning is one of the typical applica-
tions of code-switching in classrooms. The inher-
ent nature of students’ limited proficiency in the tar-
get language requires extensive scaffolding through
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Figure 3: Conceptualizing pedagogical code-switching. Each dimension can be used as instructions for dialogic
tutors, as well as the evaluation rubrics.

the use of L1 for explaining, modeling, and pro-
viding instructions. Based on scaffolding strategies
and Tigert et al. (2019)’s framework, we analyze di-
alogues between teachers and students in bilingual
classrooms from previous work DiCamilla and An-
tón (2012); Tigert et al. (2019); Vaish and Subhan
(2015). We build a pedagogical code-switching
framework with six dimensions (as shown in Fig-
ure 3): 1) Introducing New Concept (Vocabulary),
2) Clarifying Comprehension, 3) Correcting Gram-
mar, 4) Checking for Understanding, 5) Task Man-
agement, 6) Emotional Support. For example, we
integrate scaffolding strategies (2) Hints and (4)
Explaining to code-switching function [B] Clari-
fying language. We rename it as Introducing New
Concept and define it as “to explain the meaning,
use, and definitions of focal vocabulary words.”

4 Improving Tutoring Systems with
Pedagogical Code-Switching

LLMs pave a new way to build dialogue tutors
with less data supervision and higher customiza-
tion (Macina et al., 2023b). They can be shaped
along desired dimensions to mimic human conver-
sational characteristics such as tone and personality
traits to deliver better user experience (Safdari et al.,
2023; Shao et al., 2023; Liu et al., 2024b). We thus
leverage LLMs as a tutoring agent for language
learning, and adopt pedagogical code-switching
based on our proposed framework. Previous work
shows that in task-specific settings, the general and
coarse instruction may lead to inconsistent gen-
eration (Liu et al., 2024a). Therefore, we set up
fine-grained instructions to improve and evaluate
the LLM-based tutoring systems.
Bi-lingual Setting: The conversational tutoring
system is designed for L2 learning (L1 is English),

and particularly focuses on the image description
task. In each tutoring session, the student is pre-
sented with a picture and asked to describe the in-
cidents in L2 (e.g., Chinese, Spanish). From a syn-
tactic perspective, languages can be classified into
three structural patterns: 1) Subject-Verb-Object
(e.g., English, Chinese); 2) Verb-Subject-Object
(e.g., Arabic, Irish); 3) Subject-Object-Verb (e.g.,
Japanese, Korean). Given that code-switching is a
structured and syntax-related phenomenon in lin-
guistics, in our study, we select two representative
translanguaging combinations (Chinese-English,
Korean-English) in our language learning case
study, to represent the applicability and general-
izability of code-switching in different language
contexts.

Tutoring Setting: Teaching and improving stu-
dents’ L2 acquisition through image description is
a dynamic and engaging approach. In the image
description tasks, the learning objective is using
target sentences to describe the given image that
includes a particular place or setting, people or
animals, items and actions, etc. The teacher uses
scaffolding and code-switching strategies to guide
students step by step until they can independently
complete the image description task. We build a
multi-agent communication environment following
previous work (Zhang et al., 2023a; Wu et al., 2023;
Liu et al., 2024b).

Teacher Role Instruction: The teacher guides stu-
dents to describe the items, emotions of people,
and incidents depicted in the images, following
teacher-centered IRF (Wells, 1999) sequences to
promote interaction. In this process, the teacher
applies scaffolding strategies, such as questioning,
reformulation, and elaboration to assist learners in
knowledge construction and expression (Gibbons,
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Dimension Definition Chinese-English Code-switching Example

Introducing New
Concept

use code-switching to explain the meaning,
use, and definitions of focal vocabulary
words.

“hungry”的中文是“饿”。我们可以说“小男孩有点饿了”, it
means “The boy is hungry” (The Chinese word for “hungry” is
“e”. We can say “The little boy is a bit hungry”, it means “The boy
is hungry”)

Clarifying
Comprehension

use code-switching to correct the mistakes
and clarify the content of the picture

再仔细看看图片，they are not just standing. Think about how
we stand in line when we wait for food at school. We stand one
behind the other, right? (Take a closer look at the picture, they are
not just standing. Think about how we stand in line when we wait
for food at school. We stand one behind the other, right?)

Correcting Grammar use code-switching to explain the correct
usage of grammar

不过在一个句子的开头，我们通常会加上主语，we say "小
朋友在玩游戏", instead of "玩游戏”。 (However, at the be-
ginning of a sentence, we usually add the subject, we say "The
children are playing games", instead of "playing games".)

Checking for
Understanding

use code-switching to confirm students’ un-
derstanding of contents or vocabulary

用中文我们怎么说 "reading books"? (How do we say "reading
books" in Chinese?)

Task Management use code-switching to discuss or explain
directions regarding what to do next

OK, now look at the right part of the picture. 你能看到有两个男
孩吗? (OK, now look at the right part of the picture. Can you see
two boys?)

Emotional Support use code-switching to show care, affection,
and emotion, to build trust and relation-
ships

Great! 你做得真棒！ (Great! You did a great job!)

Table 1: Definition and examples of pedagogical code-switching in bilingual language learning (L1: English, L2:
Chinese). See Table 4 in the Appendix for Korean-English code-switching examples.

C1: Teacher Role Instruction

[Role & Task Definition] You are a primary school
language teacher. You teach the student to describe the
picture. The student’s first language (L1) is English,
and target language (L2) is Chinese/Korean.
[Pedagogical Instruction] You apply scaffolding and
code-switching of L1 and L2 during tutoring.
– Detailed pedagogical code-switch description. –
[Behavior Constraint] Ask the student only one ques-
tion at a time. Always wait for input before proceeding
to the next step. Correct the student’s answers if they
are inaccurate.

C2: Student Role Instruction

[Role & Task Definition] You are a primary school
student. You are taking a language learning class, and
describing the given pictures.
[Language Capability] Your first language is English,
and your Chinese/Korean proficiency is limited. You
make some grammar errors in your responses to the
teacher.

2015). Due to the students’ limited proficiency
in L2, we instruct the teacher agent (as in Code-
box C1) to apply six dimensions of pedagogical
code-switching during the tutoring process, and
add reference examples of each dimension (as in
Table 1).
Student Role Instruction: We follow the learn-
ing process via human-machine interaction, where
the tutoring system (i.e., teacher) leads the con-
versation, and we feed responses from a student
simulator instead of the human participants. To

trigger scaffolding and code-switching strategies,
we set the student role (as in Codebox C2) to in-
clude both L1 and L2, while L2 (i.e., Chinese, Ko-
rean) proficiency is low, and the student occasion-
ally makes grammar mistakes. With the support
and guidance from the teacher agent, the student
is able to complete the given task, and improve
L2 skills including vocabulary, organization, and
fluency (de Oliveira et al., 2023).

5 Experimental Setup

In our preliminary study, open LLMs such as
Mistral-7B and Llama-3-8B cannot follow the ped-
agogical instructions well, they tend to produce
monolingual responses and fail to generate coher-
ent tutoring dialogues. Therefore, our experiments
are conducted on two state-of-the-art representative
models: Gemini (Team et al., 2023) and GPT-4-
turbo (Achiam et al., 2023).1 Following previous
work (Touvron et al., 2023), we adjust instructions
to the chat template of each model. For tutoring
dialogue generation, both teacher and student roles
use the same model, and we feed the concatenated
utterances for dialogue generation. We randomly
sample 50 open-sourced cartoon images and use
one sentence of image description as a learning
target to generate 400 tutoring dialogues. The total
utterance number is 9K.

1The experimented versions are Gemini-Pro-1.5 and GPT-
4-turbo-0125-Preview.



505

Figure 4: Quantitative results on Chinese-English pedagogical code-switching via automated evaluation.

Figure 5: Quantitative results on Korean-English pedagogical code-switching via automated evaluation.

For quality assessment and data analysis, we
conduct both LLM-based automated evaluation and
manual rating by human experts.
Automated Evaluation: We adopt the LLM-as-a-
judge (Saha et al., 2023) with GPT-4 to validate
the effectiveness of pedagogical code-switching
according to our proposed framework. Given a di-
alogue, the evaluator is to predict the occurrence
of each dimension (e.g., introduce new vocabu-
lary, clarify comprehension, etc.). Next, we assess
whether code-switching is applied to these func-
tions. In each dimension, one point will be added
if the dialogue meets the criteria (as shown in Ap-
pendix Table 5). To build the reference label, two
bilingual experts annotate the generated dialogues.
Their teaching languages are Chinese and Korean.
We provide each expert with an overview of the
study, its objectives, and code-switching evaluation
rubrics.
Qualitative Analysis: We invite two language
teachers to complete a survey rating the pedagog-
ical ability of the tutoring systems. The survey
items are adapted from Tack and Piech (2022). We
randomly select 15 dialogue segments from each

system and in both Chinese-English and Korean-
English. For each dialogue segment, we ask three
questions: To what extent do you think the teacher
1) speaks like a human tutor, 2) applies code-
switching effectively, and 3) scaffolds the student’s
learning? The annotators are asked to indicate
their agreement with these three statements on a
5-point scale, ranging from 1 (strongly disagree)
to 5 (strongly agree). The survey example can be
found in Appendix Figure 7.

6 Results and Analysis

6.1 Code-switching Generation Evaluation

We first measure the model’s performance in gen-
erating pedagogical code-switching. In Chinese-
English tutoring dialogue evaluation, GPT-4-turbo
(p = 0.021) and Gemini (p = 0.007) show sig-
nificant improvement when applying pedagogical
code-switching across six dimensions, compared
to the systems with the base instruction. Not sur-
prisingly, all tested systems show a high utiliza-
tion of Introducing new vocabulary, which is often
involved with simple word replacement within a
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Scaffolding Label Pedagogical CSW Scaffolding Label Pedagogical CSW
Model Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1

LLaMA-3-Chat 8B 83.33 81.83 74.33 73.14 80.67 76.55 51.33 50.18
Mistral-7B-Instruct-v0.2 85.33 84.52 71.50 70.09 80.33 75.10 51.17 46.07
GPT-3.5-turbo-1106 89.00 85.46 76.33 76.55 82.50 74.59 62.67 62.63
GPT-4-turbo-1106 90.83 88.79 78.50 78.33 85.16 80.49 71.17 70.33

Table 2: Model comparison of automated evaluation with LLM-as-a-judge. Scaffolding labeling is only to predict
the scaffolding types regardless of translanguaging. CSW is short for code-switching. Columns in pink denote the
results of English (L1) and Chinese (L2). Columns in blue denote the results of English (L1) and Korean (L2).

sentence. However, LLMs with the base instruc-
tion cannot produce diverse code-switching in other
pedagogical types (e.g., Check for Understanding,
Task Management, Emotional Support).

Moreover, LLMs perform differently across dif-
ferent language mixing of code-switching. For
instance, in Korean-English tutoring dialogue eval-
uation, only GPT-4-turbo (p = 0.022) shows sig-
nificant improvement in applying code-switching
strategies across six dimensions when compared to
no pedagogical code-switching instructions; The
Gemini does not show the same trend in improve-
ment. Particularly, the performance on Introducing
new vocabulary, Correct Grammar, and Checking
for Understanding remains the same. We speculate
that this is because LLMs’ multilingual capability
differs across languages, and the code-switching be-
yond simple word replacement (e.g., Correct Gram-
mar, Checking for Understanding) relies more on
cross-lingual knowledge.

6.2 LLM-as-a-judge Model Comparison
To validate the efficacy of automated evaluation and
compare the performance across open and closed-
source LLMs, we use manual annotation as a ref-
erence, and results are presented in terms of corre-
lation with human judgments (in accuracy and F1
scores). We selected and tested a list of representa-
tive models (e.g., LLaMA-3, Mistral, GPT-3.5, and
GPT-4). As shown in Table 2, all tested models
can provide reasonable results on labeling Chinese-
English dialogues, where GPT-4 performs slightly
better in the code-switching labeling. However,
they all achieve a lower performance on labeling
Korean-English dialogues; the scores of LLaMA
and Mistral are sub-optimal. We speculate that
this is due to the models’ inconsistent multilingual
capability (Wang et al., 2023a).

6.3 Qualitative Analysis
We conduct qualitative analysis in each dimension
of code-switching strategies on models’ generation

(see examples in Appendix Table 6 and Table 7):
Introducing New concept: The tutor alternates
between L1 and L2 to explain the meanings and
uses of target words. For example, when introduc-
ing “春节/설날” (Chinese New Year), it uses both
Chinese and Korean to introduce the meaning of
the word, “the beginning of the year according to
the Chinese calendar,” and English to explain the
cultural significance of Chinese New Year, as “It’s
a time for families to get together and have a big
feast.” By offering these complementary meanings
across languages, students are able to construct a
better understanding of the target vocabulary.

Clarifying Comprehension: When students
make some misunderstanding, the tutor uses L1
to provide hints and guidance to help them co-
construct knowledge of the picture. In addition,
the tutor encourages them to show their own under-
standing and modify answers in L2. For example,
when students misinterpret the setting of the image
as a birthday party when it actually represents a
Chinese New Year celebration, the tutor gives pos-
itive feedback in L2, like “你的观察很有趣，生
日派对也会有很多人在一起庆祝。/너의관찰
이재미있어요.생일파티에도많은사람들이
모여서축하할거예요”. Next, the tutor provides
some hints in L1 to guide the students toward an ac-
curate description, “However, this is not a birthday
party. Do you notice the red lanterns and Chinese
characters on the wall in the picture?”.

Correcting Grammar: When students make
grammar mistakes, the tutor follows the Subject-
Verb-Object linguistic feature in Chinese/Subject-
Object-Verb in Korean to explain the grammar us-
age. It also uses the modeling strategy to provide
structured examples for the students to imitate. For
instance, the tutor provides sentence structure to fa-
cilitate students to complete sentences by filling in
the blanks, “We can say [Subject]이 [Action]을위
해 [Body Part]을들고있습니다. / [主语]将[身
体部位]举起来[谓语+宾语] (e.g.， She is holding
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Translanguaging Type GPT-4-turbo Gemini Pro t-test
Mean SD Mean SD t value p value

Chinese-English 11.4 1.453 14.133 0.819 -8.976 < .001
Korean-English 11.6 2.283 10.767 1.006 1.829 0.073

Table 3: Comparison of GPT-4-turbo and Gemini on pedagogical ability.

up her hand to receive a gift.)”
Checking for Understanding: The tutor uses

two ways to check or confirm students’ understand-
ing. First, the “repeat-after-me” strategy is to ask
students to repeat new vocabulary or sentences in
L2. The verbal repetition process is beneficial to
language acquisition. It is believed that learning
occurs as a result of repeated exposure to a given
stimulus (Watson, 2017). Another method is to
ask students to translate vocabulary from L1 into
L2. For example, the tutor asks, “Do you know

‘Dinosaur’ in Chinese / Korean?”
Task Management: We observe that the tutor

applies code-switching when giving instructions,
explaining what students going to do next, or draw-
ing attention to the objective of the task. This func-
tion serves to raise awareness of the focal words
and learning tasks. For instance, “Now look at the
right part of the picture. 你能看到有两个男孩
吗? /두소년을봤어요?”

Emotional Support: The tutor gives a lot of
positive affirmation and encouragement to learners,
such as “잘했어요! /太棒了！ You did a great
job!” Both GPT-4-turbo and Gemini perform very
well in this function because LLMs are designed to
understand and respond to human emotions effec-
tively. No matter what the student’s answer is, these
models primarily respond with emotional support
first. While this design enhances user experience
and encourages continued engagement, its consis-
tently stable structure makes interactions feel more
like with a machine rather than a human teacher.

6.4 Pedagogical Ability Evaluation Results

The pedagogical ability evaluation results (shown
in Table 3) indicate that both GPT-4-turbo and
Gemini with code-switching strategies demonstrate
strong pedagogical effectiveness.

In Chinese-English tutoring, Gemini (Mean =
14.113, SD = 0.819) outperformed GPT-4-turbo
(Mean = 11.400, SD = 1.453) by generating teacher-
student dialogues that are very natural and fluent
(p < 0.001). For example, in tutoring example 23,
when the student observes a person in the picture
wearing a white coat, the tutor provides hints, “非

Figure 6: Descriptive statistics of human ratings
on code-switching dialogue segments. (A) Chinese-
English result. (B) Korean-English result.

常好！你观察到图片中的男人穿着一件白大
褂，手里拿着一些工具 to check people’s teeth.
Can you guess his job?” This example shows that
the tutor builds on students’ ideas and expands
their knowledge. In contrast, the GPT-4-turbo tutor
is more target-driven. The conversation focuses
on teaching vocabulary and guiding students in
completing learning tasks. When students become
distracted and answer with irrelevant words, the
tutor directly corrects them and asks them back to
the tasks. For example, in tutoring example 30,
when the student responds incorrectly and provides
irrelevant information about the picture by saying
“回家了 (They are back home)”, the tutor corrects
them with, “No, they are looking for shells, ‘贝
壳’.”

In Korean-English tutoring, the performance of
Gemini (Mean = 10.767, SD = 1.006) and GPT-4-
turbo (Mean = 11.600, SD = 2.283) does not show
significant difference (p = 0.073). GPT-4-turbo fol-
lows the instructions very well, especially when
correcting grammar and providing explanations.
For example, in tutoring example 43, when the
student makes a grammatical error by confusing
the order of verbs in a sentence, the tutor advises,
“Remember, in Korean, we often place the verb at
the end of the sentence. You should say, ‘소년이
청소기를 사용해 방을 청소하고 있습니다’.”
However, its code-switching ability is inconsistent,
with ratings varying from 5 to 15 (see Figure 6).
This suggests that the multilingual ability requires
further enhancement to improve its reliability. In
contrast, Gemini’s performance is more consistent,
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although sometimes it mixes other languages (e.g.,
Russian, Japanese, Arabic) in utterances. For exam-
ple, “아니요, these are not presents. Look closely
at the box the woman is holding. ‘通常、誕生日
にプレゼントを渡します。’(Usually we give
presents on birthdays).”

7 Conclusion

In this work, we combined scaffolding strategies
and translanguaging functions to propose a peda-
gogical code-switching framework. In a theory-
inspired practice, we developed fine-grained in-
structional strategies tailored to multilingual learn-
ers and bilingual education needs, and leveraged
LLMs as the tutoring agent and automated evalu-
ator. Our experimental results revealed that state-
of-the-art LLMs demonstrated reasonable code-
switching and pedagogical ability in bilingual learn-
ing contexts. Moreover, we observed that English-
centric LLMs show imbalanced performance in
scaffolding, translanguaging, and pedagogical abil-
ities across different languages, and improving
cross-lingual consistency can be one of the future
work. Aside from language learning, our proposed
code-switching framework can also be extended to
broader multilingual interactions.

Limitations

In our experimental settings, we set the dialogic in-
teraction in primary school language learning con-
text, which focus mainly on basic vocabulary, gram-
mar, and sentence structure. The translanguaging
usage with advanced words and in complex syntax
may pose other challenges. However, the proposed
code-switching framework can be adapted to dif-
ferent contexts upon further refinement.

In addition, we are aware that it remains an open
problem to mitigate hallucinations and biases in
large language models, which may cause commu-
nication issues in human-machine interaction and
computer-assisted education. Of course, current
models and laboratory experiments are always lim-
ited in this or similar ways. We do not foresee any
unethical uses of our proposed methods or their
underlying tools, but hope that it will contribute to
reducing incorrect system outputs.
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Dimension Definition Korean-English Code-switching Example

Introduce New
Vocabulary

use code-switching to explain the meaning,
use, and definitions of focal vocabulary
words.

There is a special celebration in Korea called “설날” which is kind
of like New Year’s Eve. It’s a time for families to get together and
have a big feast. (There is a special celebration in Korea called
“Seollal” which is kind of like New Year’s Eve. It’s a time for
families to get together and have a big feast.)

Clarify
Comprehension

use code-switching to correct the mistakes
and clarify the content of the picture

아니요,생일은아니에요. Do you see the red decorations and
Chinese characters in the picture? (No, it’s not the birthday party.
Do you see the red decorations and Chinese characters in the
picture?)

Correct Grammar use code-switching to explain the correct
usage of grammar

거의맞았어요, but let’s correct the grammar a bit. Remember,
sentences in Korean usually follow the Subject-Object-Verb struc-
ture. For example, “가족이저녁식사를합니다.” (You almost
got it, but let’s correct the grammar a bit. Remember, sentences
in Korean usually follow the Subject-Object-Verb structure. For
example, "The family is having dinner.")

Check for
Understanding

use code-switching to confirm students’ un-
derstanding of contents or vocabulary

너무잘했어요. Can you try saying it one more time?“ (You did
very well. Can you try saying it one more time?)

Task Management use code-switching to discuss or explain
directions regarding what to do next

오른쪽부분을좀보세요. Did you see two boys? (Please look
at the right part of the picture. Did you see two boys?)

Emotional Support use code-switching to show care, affection,
emotion, to build trust and relationships

잘했어요! You did a great job! (Great! You did a great job!)

Table 4: Definition and examples of pedagogical code-switching in bilingual language learning (L1: English, L2:
Korean). See Table 1 for Chinese-English code-switching examples.

I will give you tutoring dialogues for teaching students to learn Chinese via image description.
Please evaluate the code-switching of the Chinese teacher based on the following rubrics.
Add 1 point of each dimension only when the teacher properly uses English for code-switching.
Code-switching Evaluation Rubrics:
1. Introduce New Vocabulary:
- Definition: adopt code-switching to explain the meaning, use, and definitions of focal vocabulary words.
- Example: "hungry的中文是’饿’。我们可以说’小男孩有点饿了’。"
2. Clarify Comprehension:
- Definition: adopt code-switching to correct the mistakes and clarify the content of the picture.
- Example: "再看看图片，再仔细看看图片. Think about how we stand in line when we wait for food at school. We stand one
behind the other, right?"
3. Correct Grammar:
- Definition: adopt code-switching to correct grammar or explain the usage of grammar.
- Example: "我们通常会加上主语，we say ’Children are playing games’, instead of ’playing games’."
4. Check for Understanding:
- Definition: adopt code-switching to confirm the student’s understanding of ideas or vocabulary.
- Example: "用中文我们怎么说’reading books’?"
5. Task Management:
- Definition: adopt code-switching to discuss or explain directions regarding what to do next.
- Example: "OK, now look at the right part of the picture. 你能看到有两个男孩吗?"
6. Emotional Support:
- Definition: adopt code-switching to show care, affection, emotion, to build trust and relationships.
- Example: "Great!你做得真棒！", "That’s ok,我们一起来看看."

Table 5: The instruction example of leveraging LLMs for automated pedagogical code-switching evaluation.
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Generated Tutoring Conversation Example (GPT-4-0125-Preview):
Teacher: 小朋友，看这张图片，这是在什么地方呢？
Student: I see a big room with books.
Teacher: 很好！这个地方有很多书，我们中文叫它什么？Do you remember we talked about a place where we borrow
books?
Student: Library? 书...店?
Teacher: 是的，书店里也有很多书，But this is a place where the books are for borrowing instead of for sale. 中文里我们
说“图书馆”。你能试着用中文说吗？
Student: 图书. . . 馆?
Teacher: 非常好！图书馆。现在看看图片里的人都在做什么？
Student: They are quiet.
Teacher: 对，他们都很安静。记得“安静”这个词吗？
Student: (No response.)
Teacher: 没关系。安静就是没有声音，very quiet. Can you say “安静”?
Student: 安静。
Teacher: 太好了！现在我们试着用中文描述老师在图书馆里做的事情？
Student: 老师. . . quiet in图书馆。
Teacher: 接近了，Let’s put it into a full sentence. 我们用“让”来表示老师让孩子们保持安静 The teacher asked the children
to keep quiet。试试看，用完整的句子。
Student: 老师在图书馆让孩子们安静。
Teacher: 非常接近了！但记得我们要用“保持安静” keep quiet。这样句子会更准确。再试一次？
Student: 老师在图书馆里让孩子们保持安静。
Teacher: 完美！You did very well，我很高兴看到你的进步。我们继续学习，好吗？
Student: 好的，谢谢老师！

Generated Tutoring Conversation Example (Gemini Pro):
Teacher: 小朋友，看看这张图片，上面画了什么呀？
Student: I see a boy in a restaurant.
Teacher: 很好！你能用中文描述一下他吗？
Student: 他在餐厅。
Teacher: 非常好！他看起来怎么样？
Student: He is hungry.
Teacher: 还记得我们学过的“hungry”的中文吗？
Student: 我不知道。
Teacher: No worries！“hungry”的中文是“饿”。我们可以说“小男孩饿了”, it means "The boy is hungry"。Now, look closely.
他现在在做什么呢？
Student: He is waiting in line.
Teacher: “waiting in line”的中文怎么说？
Student: I don’t know.
Teacher: Think about how we stand in line when we wait for food at school. We stand one behind the other, right?
Student: Yes.
Teacher: In Chinese, we say "排队". Now, can you say "小男孩有点饿了，他在餐厅排队"？
Student: 小男孩有点饿了，他在餐厅排队。
Teacher: 太棒了！但是，你看图片中，小男孩站在队伍的前面，而不是后面。He is standing in front of the line instead
of the behind. 这是什么意思呢？
Student: I don’t know.
Teacher: When we want to get something quickly, but we don’t wait our turn, we "cut in line". In Chinese, we say "插队". Can
you use "插队" in your sentence?
Student: 小男孩太饿了，他在餐厅插队。
Teacher: 非常好！You said very clear。你觉得小男孩插队好么？
Student: No.
Teacher: 为什么呢？
Student: Because it’s not fair.
Teacher: 没错！插队是不好的行为。我们应该遵守规则，排队等候。Now, how would you describe this picture？
Student: 小男孩有点饿了，他在餐厅插队，但他不应该这样做。
Teacher: 你做得真棒！You did great job! 你不仅学会了用中文描述图片，而且还表达了自己的观点。继续努力，好
吗？
Student: 好的，谢谢老师！

Table 6: Two generated dialogue examples with pedagogical code-switching (L1: English, L2: Chinese).
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Generated Tutoring Conversation Example (GPT-4-0125-Preview):
Teacher: 안녕하세요!오늘우리는이사진을한국어로설명할거예요. Take a look at this picture and see if you can tell me
what’s happening.
Student: (Looks at the picture) ...Umm... I’m not sure.
Teacher: 오른쪽부분을좀보세요. Look at the right part of the picture. Do you see the person in the white coat?
Student: Yes, he looks like a doctor.
Teacher: 네,정확해요! Yes, exactly! The man in the white coat is most likely a dentist. Do you know how to say "dentist" in
Korean?
Student: Dentist... Uh... 치과의사?
Teacher: 네,아주좋아요! "치과의사" is exactly the word we use for dentist. It is the name for "tooth doctor." What do you
think he might be doing?
Student: He’s checking something... maybe?
Teacher: 네,맞아요! Yes, that’s right! He’s examining something. Can you guess what he might be examining?
Student: (Hesitates) Uh... hair?
Teacher: 아니요, hair아니에요. Look at the boy’s mouth. What do you see there?
Student: His mouth is open... and there’s a tool in it.
Teacher: Exactly! The dentist is using a tool to look at the boy’s teeth. What Korean word do we use for "teeth?"
Student: (Stays silent)
Teacher: We use "치아" for teeth. It’s similar to the English word "teeth" but pronounced a little differently.
Teacher: So, if we put it all together, what sentence can we make to describe what’s happening in the picture?
Student: (Looks at the picture again) ... I don’t know.
Teacher: No problem! Let’s try building the sentence together. The dentist is the치과의사 and he’s looking at the boy’s치아.
Where are they now?
Student: At the clinic, I guess?
Teacher: 네,좋아요! Yes, good! We can say "클리닉" for clinic. So how can we put it all together in a sentence?
Student: The dentist... is looking at... the boy’s teeth... at the clinic?
Teacher: Almost there! Can you try making it a complete sentence in Korean? For example, we can say "가다 (gada)" which
means "to go" to make a sentence like "학교에가요" which means "I go to school."
Student: 치과의사가... 클리닉에서... 치아를... I’m not sure how to say "looking at" in Korean.
Teacher: That’s okay! There are a few ways to say "looking at." One way is "검사합니다" which means "to examine." So, how
could we complete the sentence.
Student: 치과의사가클리닉에서어린이의치아를검사합니다.
Teacher: 너무잘했어요! Very good! You described the picture perfectly! Keep practicing like this and you’ll be a Korean
description pro in no time!

Generated Tutoring Conversation Example (Gemini Pro):
Teacher: 오늘우리는이사진을한국어로설명할거예요.사진을먼저보세요. What do you see in the picture?
Student: Uh, I see a... a big animal and a car?
Teacher: 맞아요, very good! 그큰동물, what is it?
Student: Oh, is it... giraffe?
Teacher: what is ’giraffe’ in Korean?
Student: (No response.)
Teacher: It’s OK, we call it ’기린’! And how about that machine near ’기린’? Do you remember that word?
Student: I know it! It is ’Car’!
Teacher: Perfect! How to say it in Korean?
Student: Is it ’자동차’?
Teacher: 맞아요! Now, let’s try to make a sentence by using ’기린’ and ’자동차’. Can you try saying it?
Student: 기린이... 해변에서... 자동차를... umm,운전... 습니다.
Teacher: 거의맞았어요, but let’s correct the grammar a bit. You were very close. We say "운전하고있습니다." It means "is
driving." Can you try it again?
Student: 기린이해변에서자동차를운전하고있습니다.
Teacher: 완벽해요! Very good! Do you want to describe any other details in the picture? Maybe what the weather looks like?
날씨가어떻게보이나요?
Student: It looks... sunny? No clouds?
Teacher: 정확해요,맑은날씨네요. Sunny day! 이제 ’맑은날씨’라고말해볼까요?
Student: 맑은... 날씨...
Teacher: 잘했어요! You’re doing really well. It’s important to keep practicing like this. Remember, the more you speak, the
better you will get.
Student: I will try, thank you!

Table 7: Two generated dialogue examples with pedagogical code-switching (L1: English, L2: Korean).
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Figure 7: The survey form used for manual pedagogical ability evaluation.
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