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Abstract
To create conversational systems with human-
like listener behavior, generating short feed-
back responses (e.g., “mhm”, “ah”, “wow”)
appropriate for their context is crucial. These
responses convey their communicative function
through their lexical form and their prosodic
realization. In this paper, we transplant the
prosody of feedback responses from human-
human U.S. English telephone conversations to
a target speaker using two synthesis techniques
(TTS and signal processing). Our evaluation
focuses on perceived naturalness, contextual ap-
propriateness and preservation of communica-
tive function. Results indicate TTS-generated
feedback were perceived as more natural than
signal-processing-based feedback, with no sig-
nificant difference in appropriateness. How-
ever, the TTS did not consistently convey the
communicative function of the original feed-
back.

1 Introduction

In dyadic human-human conversations, interlocu-
tors often take turns listening and speaking. How-
ever, while one interlocutor speaks, the listener
doesn’t remain silent; instead, they give short feed-
back responses like “uh-huh”, “yeah” and “wow”.
Although these responses are known by different
names (e.g., backchannels (Yngve, 1970), con-
tinuers (Schegloff, 1982), assessments (Goodwin,
1986)), we follow Allwood et al. (1992) in adopting
the term feedback, since it encompasses the many
communicative functions of these short responses.
Feedback responses are crucial for smooth turn-
taking and establishing common ground, i.e., peo-
ple’s mutual knowledge or beliefs (Clark, 1996). If
the listener hasn’t understood or heard what was
said, they might say “huh?”, “sorry?”, or “what?”,
prompting the speaker to clarify. Other responses,
such as “mhm”, can be used to unobtrusively signal
the speaker to continue. The communicative func-
tions of feedback are conveyed through both their

lexical form and prosody, with prosody sometimes
being the most important. For example, “yeah”
can express agreement, disagreement or surprise
depending on its prosodic realization.

Incorporating feedback in spoken dialogue sys-
tems for conversational agents is an active research
area (Axelsson et al., 2022). Many studies have
focused on predicting the timing of backchannels
(Adiba et al., 2021a,b; Wang et al., 2024), while
others have focused on predicting their communica-
tive function (Boudin et al., 2021; Lala et al., 2022;
Choi et al., 2024).

Previous studies have used signal processing to
manipulate prosodic features to understand how
these affect the perceived communicative func-
tions of synthesized feedback (Åsa Wallers, 2006;
Stocksmeier et al., 2007; Chandler, 2023). Short
feedback responses have been incorporated into
unit selection text-to-speech (TTS) synthesis sys-
tems by treating entire responses as units rather
than concatenating diphones or phones (Campbell,
2007; Pammi et al., 2010). Further, Oertel et al.
(2016) used statistical parametric speech synthe-
sis for feedback responses. Recently, Mitsui et al.
(2023) introduced a TTS system that can synthesize
feedback without transcriptions.

Despite these efforts, there has been little focus
on predicting the prosodic features of feedback or
evaluating their contextual appropriateness. Nath
and Ward (2022) predicted prosodic features of
discourse markers, which are lexically similar to
many feedback responses, at the token level, but
suggested future work should focus on the frame
level. When it comes to evaluation, most stud-
ies (on TTS in general) have primarily focused
on whether the speech sounds natural, and less on
whether the intended communicative function is
conveyed.

In this paper, we investigate to what extent feed-
back responses can be synthesized, using exist-
ing synthesis methods, so that they sound natu-
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ral and appropriate in their context, while at the
same time conveying their intended communica-
tive function. Thus, our research question is not
how to predict the prosodic and lexical features of
feedback responses, but whether it is possible to
synthesize them, given that we could make those
predictions. To investigate this, we re-synthesize
feedback responses in human-human U.S. English
telephone conversations by transplanting their orig-
inal prosody. We use two synthesis methods: (1)
signal processing and (2) text-to-speech, which
both have different advantages. Signal processing
allows for more fine-grained control of prosody
(compared to the TTS used here) but can degrade
audio quality and introduce artifacts, while TTS
tends to sound more natural. In our listening tests,
we let participants listen to these synthesized feed-
back responses in their dialogue context, and ask
participants to rate their naturalness and appropri-
ateness, as well as to assign the most likely com-
municative function. For comparison, we also let
them rate the original feedback responses, as well
as a re-synthesized monotone version, where signal
processing is used to flatten the pitch and thus to
remove intonation. To the best of our knowledge,
this is the first work evaluating the appropriateness
of the prosody of synthesized feedback responses
in context.

2 Method

To manipulate the prosodic features of feedback
responses, we use two synthesis methods: a signal
processing and a TTS approach. We transplant
the prosody of feedback responses from “listeners”
in the U.S. English Switchboard corpus (Godfrey
et al., 1992) – referred to as our reference speakers
– onto our target voice, a female voice talent.

2.1 Signal processing

Using signal processing, the prosody of the original
feedback response (as it appeared in the Switch-
board conversation) is transplanted to a feedback
template, which is recorded from the voice tal-
ent. Thus, we recorded one feedback template
per lexical form (e.g., “yeah”, “mhm”). To trans-
plant the prosody of the original feedback onto
the template, we first used the Montreal forced
aligner (McAuliffe et al., 2017) to obtain the phone-
level durations of the original feedback and manu-
ally corrected them for alignment errors. We then
used time-domain pitch-synchronous overlap-add

(TD-PSOLA) to modify the phone durations of the
feedback template to those of the original feedback.
Second, we used the Python implementation (Dinh
et al., 2019) of the WORLD vocoder (Morise et al.,
2016) to extract the frame-level F0 values of the
target speaker. We z-score normalized the Switch-
board speaker’s F0 values per speaker and then de-
normalized these z-score values using the voice tal-
ent’s mean F0 and standard deviation, after which
we re-synthesized the audio with the new F0 values.
Finally, we transplanted the intensity contour of the
original feedback to the feedback template using
the Praat Vocal Toolkit (Corretge, 2024).

2.2 Text-to-speech
For TTS, we use FastPitch 1.1 (Łańcucki, 2021)
for the acoustic model and HiFiGAN (Kong et al.,
2020) as the vocoder model. Although FastPitch
is a deterministic model, i.e., it generates the same
prosodic realization for the same text input, it con-
tains duration, pitch, and energy phone-level pre-
dictors that condition the acoustic features, en-
abling controllability of prosody. We specifically
selected FastPitch to investigate whether phone-
level prosodic representations could convey the
intended communicative function.

To transplant the prosody of the original feed-
back onto the synthesized feedback, we replaced
the predicted prosodic features with the original
ones during inference. We used the durations from
the phone-level alignments of the original feed-
back. The F0 values were extracted with Praat at
the frame-level, averaged per phone, z-normalized
and then de-normalized with the previously out-
lined procedure. We used the energy extraction
method from FastPitch to extract energy values of
the original feedback.

Most TTS voices are trained on read speech and
therefore exclude short feedback responses. Since
we aimed to train a conversational voice and cap-
ture as much prosodic variation as possible, for
the TTS training data, the voice talent recorded
different types of speech: 1) “read speach”, 43
minutes were recorded from the CMU ARCTIC
database (Kominek and Black, 2004); 2) “role-play
acted speech”, 4 minutes were recorded from the
Taskmaster-2 dataset (Byrne et al., 2019); 3) “feed-
back imitations” 724 feedback responses were imi-
tated from Switchboard amounting to 11 minutes;
4) “conversational speech”, 34 minutes of speech
were recorded from the voice talent while chatting
with people. 981 instances of feedback were cap-
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tured. All audio was recorded at 48 kHz and then
downsampled to 22 050Hz for training.

The base acoustic model was trained on LJ-
Speech (Ito and Johnson, 2017) for 500 epochs
using phones as input, with batch size 16 and Fast-
Pitch’s default learning rate scheduler. We fine-
tuned this model on our target voice for a further
500 epochs with the same hyperparameters as in
pre-training, using a 97-3% train-validation split.
We also fine-tuned a pre-trained HiFiGAN univer-
sal vocoder on our target voice for 58000 steps,
using a batch size of 16, learning rate of 1e − 5,
and the same train-validation split as for the acous-
tic model.

3 Experimental design

3.1 Participants

We recruited and paid 86 native U.S. English speak-
ers through Prolific (pro, 2014): 48 females and 38
males within the age range of 24-73 years. All lis-
teners self-reported having no hearing impairments,
and were wearing headphones or earphones.

3.2 Stimuli

We used Qualtrics (qua, 2002) to host our on-
line listening tests. Participants listened to 12
distinct clips of Switchboard conversations and
were assigned to either set 1 or set 2 (see Ap-
pendix A). Each clip featured one speaker and one
listener, with the listener producing feedback re-
sponses that could either overlap with the speaker’s
talk or occur during the speaker’s silence. Par-
ticipants were presented with four conditions of
the same set of Switchboard conversations, where
the feedback responses were either: 1) the origi-
nal ones, 2) synthesized by signal processing, 3)
synthesized by TTS, or 4) flattened to a mono-
tone pitch. Note that only the feedback responses
were replaced, not the Switchboard speaker chan-
nel. All conditions were randomized, presented
one by one, and the same conversation was never
presented consecutively. Samples of the clips can
be found at https://carolfigphd.github.io/
SigDial2024_feedback_synthesis_samples/.

3.3 Participants’ tasks

Participants were asked to assign a function
from the 10 communicative functions of feedback
in Figueroa et al. (2022): Non-understanding (U),
Continue (C), Agree (A), Disagree (D), Yes re-
sponse (Y), No response (N), Sympathy (S), Disap-

proval (Ds), Mild Surprise (MS), and Strong Sur-
prise (SS). Participants were also asked to rate the
naturalness and appropriateness of the prosody of
the feedback responses on a Likert scale 1-5 where
(1=Very Unnatural, 5=Very Natural) and (1=Very
Inappropriate, 5= Very Appropriate). Naturalness
was defined as how human-like the feedback re-
sponse was; participants were told beforehand that
feedback responses were either machine- or human-
generated. Appropriateness was defined as “the
way the listener says the feedback so that it con-
veys a meaning that makes sense in this context”.
Screenshots of the listening test interface can be
found in Appendix B.

3.4 Statistical analysis

To analyze naturalness and appropriateness, we
used a cumulative link mixed-model (CLMM) us-
ing the ordinal package v2023.12.4 (Christensen,
2023) in R v4.3.2 (R Core Team, 2023). The
CLMM was fitted with the Laplace approxima-
tion, with a logit link and equidistant threshold.
We fitted our data to a CLMM, where naturalness
or appropriateness ratings were predicted by the
synthesis method and we set the subject ID and
stimuli ID (the feedback ID) as random effects.
The following formula was used for our condi-
tion model: clmm(naturalness/appropriateness ∼
method+(1|subjectID)+(1|stimuliID)). We used
an ANOVA to compare our condition model to a
null model clmm(naturalness/appropriateness ∼
(1|subjectID) + (1|stimuliID)).

4 Results and discussion

4.1 Naturalness

Figure 1 shows the distribution of the ratings for
naturalness and mean µ and standard deviation
σ for each condition: Monotone (Mon), text-to-
speech (TTS), signal processing (SignalP), and the
original Switchboard feedback response (Original).
The results from our ANOVA comparison show
that the synthesis method has significant impact
on the model fit (AIC 20439, p < .001). We per-
formed a post-hoc analysis pairwise comparisons
using emmeans with a Bonferroni correction. Re-
sults showed that there were significant differences
for all 6 pairwise comparisons (p < .0001): the
feedback synthesized by the TTS was perceived
as more natural than the feedback synthesized by
signal processing and the monotone feedback. This
was expected as signal processing degrades the au-

https://carolfigphd.github.io/SigDial2024_feedback_synthesis_samples/
https://carolfigphd.github.io/SigDial2024_feedback_synthesis_samples/
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Figure 1: Naturalness rating distribution per condition.
Mon (µ=1.73, σ=1.15), TTS (µ=3.0, σ=1.39), SignalP
(µ=2.61, σ=1.47), Original (µ=4.37, σ=0.96). 1= Very
Unnatural, 5= Very Natural.

Comparison Cohen’s kappa
Original vs SignalP 0.79
Original vs TTS 0.71
Original vs Mon 0.74

Table 1: Cohen’s kappa coefficient scores per compari-
son of intra-annotator agreement.

dio. Also, as expected, the original Switchboard
feedback was rated to be more natural than all con-
ditions, yet not all feedback were rated as 5, despite
having been produced by humans. Since natural-
ness was defined as human-likeness, we suspect
participants also partially rated the audio quality.

4.2 Appropriateness

Figure 2 shows the distribution of the rating for
appropriateness and mean µ and standard deviation
σ for each condition. The results from our ANOVA
comparison show that the synthesis method has
significant impact on the model fit (AIC 20215,
p < .001). The post-hoc analysis showed that
there were significant differences for almost all
pairwise comparisons (p < .0001), except for the
TTS and signal processing comparison, meaning
both synthesis methods convey equally appropriate
prosody for their context. Due to the prosodic infor-
mation being removed in the monotone feedback,
we observe that they are rated as more inappro-
priate than the other conditions. Despite asking
separate questions for evaluating naturalness and
prosody appropriateness, the relatively high score
of the monotone appropriateness make it uncertain
whether participants could disentangle naturalness
and appropriateness.

4.3 Perception of communicative functions

To evaluate whether the synthesis methods preserve
the communicative function of the original Switch-

Figure 2: Appropriateness rating distribution per con-
dition. Mon (µ=3.43, σ=1.31), TTS (µ=3.78, σ=1.20),
SignalP (µ=3.81, σ=1.24), Original (µ=4.43, σ=0.88).
1= Very Inappropriate and 5=Very Appropriate.

board feedback, we calculated Cohen’s kappa co-
efficient scores of the participants’ annotations of
communicate function between their estimate of
the original feedback vs. their estimate of the re-
synthesized counterpart (see Table 1). Confusion
matrices for each comparison can be found in Ap-
pendix C.

The results show that the perceived communica-
tive function is best preserved by the signal pro-
cessing approach, which is expected since it trans-
plants prosody at the frame level. Although signal
processing and TTS feedback convey equally ap-
propriate prosody for their context, the feedback
synthesized by the TTS approach was not good for
preserving the communicative function, especially
those containing attitudinal information, such as
(S) Sympathy, (MS) Mild Surprise and (SS) Strong
Surprise. For example, if the original commu-
nicative function of the Switchboard feedback was
Strong Surprise, but the participants perceived the
TTS feedback as Mild Surprise, both functions and
prosodic realizations are appropriate for the con-
text but are different communicative functions. In
fact, the kappa for the TTS was even lower than the
monotone condition, where no intonational (and
thus very little prosodic) information is preserved.
Thus, the participants likely mainly relied on the
lexical form in those conditions.

5 Conclusion and future work

This paper investigated to what extent existing syn-
thesis methods (signal processing and TTS) can
produce feedback that sound natural and appropri-
ate, while at the same time conveying the various
communicative functions of feedback responses.
We found that the TTS produced the most natural
sounding feedback, but that both synthesis methods
produced feedback that were deemed to be equally
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appropriate, given the context. However, we find
that the TTS method fails to convey the intended
communicative function, beyond the lexical form,
while the signal processing method does provide
additional prosodic information, most likely due to
the more fine-grained prosodic control.

The implication of these findings are that, if we
were to build a model that predicts the prosodic
features of feedback, it may be beneficial to predict
these features at the frame-level because the frame-
level signal processing best preserves the intended
communicative function. Such a prediction model
could for example extend Corkey et al. (2023), in
which an external predictor was trained to predict
intonation.

6 Limitations

One limitation of this study is that only 47 feedback
responses were evaluated, which did not cover all
the possible lexical forms found in Switchboard.
A second limitation is the within-participant ex-
perimental design; meaning that participants were
presented with the same clips for all conditions.
However, we chose this experimental design be-
cause we were interested in each individual partici-
pant’s perception of the communicative functions,
which can vary from person to person. The within-
participant design allowed us to treat the original
feedback responses from the Switchboard conver-
sations as true labels. Furthermore, our results
highlight that a better explanation of prosody to
participants may help obtain more precise appropri-
ateness of prosody ratings. For example, defining
prosody as a combination of intonation, rhythm
and tone may be a better way to ask about appro-
priateness of prosody.
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A Clip transcriptions

The transcriptions of the 12 clips that the par-
ticipants where asked to listen to. The short
feedback responses by the listener are in bold
within brackets.

Set 1
Clip 1 : Yeah yes um on the other hand you know I
I had a similar had a similar health plan and uh one
of my kids was in a car accident and and [mm] I
had wound up having to pay for you know a bunch
of doctor visits and stuff out of my pocket because
of you know no no insurance policy happened to
cover it which is

Clip 2: um but you know they’re building
the baseball stadium and they’ve got land set
aside for a football stadium if they ever get a NFL
team [hm] so it’s um real easy access from from
south of Baltimore like um you know like the
airport or more importantly for the Orioles from
Washington DC [yeah] because the Orioles say
they get twenty percent of their population i mean
uh their attendance from uh DC

Clip 3: well I mean just for me the mort-
gage to to get a mortgage on my house I mean
they invest investigated me personally to the point
where I was insulted [yeah] and I was putting
$40,000 down on a $160,000 house [yeah] I mean
I would have though goh we’re happy to do it just
sign here you know [really] I mean they had forty
thousand dollars in

Clip 4: actually we um met some people
that were in the naval base down there [okay]
and uh they didn’t particularly like living down
there because it was very foreign very different
the the people they they didn’t treat them nice
[okay] they you know um so I think there I what I
learned from them there was a lot of resentment
towards the Americans so and it was like they
were they’re Puerto Rican and were Americans
[right] so that’s why they’re so um emotional
about statehood yet like you say it’s they can’t
really support themselves

Clip 5: but um they put up a nice fence so
we still have a lot of privacy and we grow a lot
of food [uh-huh] uh I enjoy it um the gardens
are kind of old you have to step down in them

now that the [uh-huh] we’ve tilled them so much
but they’re still we we my sister uses plenty of
fertilizer I don’t know if that’s a good thing or a
bad thing

Clip 6: have you ever got to go back [no
no]

Clip 7: there’s a there’s a race in Australia
with solar powered cars [ah] and Ford and General

Clip 8: mhm and you know grace type waste that
you mentioned we see often highlighted in the
military and the defense department [absolutely]
but it’s uh I’m sure it’s widespread to every agency

Clip 9: they have a a new waterfront uh ma-
rina in Philadelphia it isn’t as developed as
uh Water Side in Norfolk or the Baltimore uh
waterfront but uh the marina is only about uh
two or three blocks from the historic district
[oh] so that’s quite uh [yeah] handy for our our
youngsters we can take them up and show them In-
dependence Hall and the Liberty Bell and uh [yeah]

Clip 10: I know it I know it [oh wow] and
it’s almost like talking about the checkless society
and and all of that and you know there was talk in
fact my brother uh was with IBM from 1954 until
about three years ago so we really had a family
history of talking about development of uh of
equipment [wow]

Clip 11: with alcohol [pardon] they do it
with alcohol [yeah]

Clip 12: mercury on it or something [ugh]
and uh to keep the because the corn gets treated to
keep uh insect pests away [uh-huh] so so if you
go in and you dig into the pheasant yeah you can
get mercury poising but uh so there’s sort of some
risks to that actually uh let me think gun control

Set 2
Clip 1: oh they do have on site care [no]

Clip 2: uh we’re trying to get my mother’s
go you know trying to get my mother’s family
going because my grandmother just died [aww]
so if like uh well she’s been dead a year now and
before anybody else dies
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Clip 3: yeah they fill the court there the
jails up and suddenly let them go and they’re
back on the street we had this murder up here um
Art Shawcross up in Rochester killed nineteen
prostitutes up here [oof] and he was let out on
parole from up in uh um Watertown

Clip 4: well I don’t know what our next
trip will be I guess our next well I know what my
next trip I’m going to be a grandmother in July
[ooh]

Clip 5: think realistically you know you
can have your college loans delayed now because I
had them delayed because I’m back in graduate
school at thirty years old [yes] um I’ve had them
delayed because I’m back in graduate school and
on that form it says if your joining the Peace Corps
you can have them delayed [hm] uh and I thought
that was you know very interesting and I I would
have thought of that earlier I probably would have
done you know just like is that is this is that the
Mormon church [yes] that does that

Clip 6: the front yard [mhm] and uh so
when we left you know the back yard had um the
saint um I think it was Saint Augustine that we had
um it it had held onto a small portion but primarily
once the weeds start in the back yeah we were just
re you know resigned to well the only way we
were going to fix this one is if you know if you
plow it all under and [mhm] put everything back
on top of it again [hm] but I don’t know that’s the
bad thing there is that we spent so much money or
you would spend so much money trying to keep a
a large lawn alive the the only thing I didn’t like
about lawns and we were sitting there wondering
there must be a better way to landscape so that you
don’t have to spend so much money trying to keep
the lawn

Clip 7: having a kid is rough isn’t it [what]
from what I hear having a kid is rough

Clip 8: so you do not have any place that
has a mop board off or a [no] a piece uh we have a
friend who uh rents homes redoes homes and rents
them [uh-huh] and he never quite has finished any
one of the houses that he’s done I mean there

Clip 9: yeah I think if there’s any major
piece of advice I’d give is to find a way of getting

an education that doesn’t incur that kind of debt
[yeah] it’t not i mean remember seeing an article
one time about you know if the average person
who spent that much money going to college just
took the same amount of money and put it in a
a in an investment fund they’d be considerably
wealthier than they would be from the job they’d
get after college [exactly] so it’s it’s really kind of
crazy

Clip 10: I’ve never heard that that’s very
nice oh so I’m all for the metric system and
converting over and I think I guess my feeling
is the way to do it is to just start giving weights
you know have a very brief transition period and
then just start giving weights and kilometers or
distance in kilometers and weights in kilograms
and everything like that and uh just have people
start using it rather than having people constantly
trying to convert remember getting a package of
something that said one pound this a package of
dates mind you it’s was presumable something
you weigh fairly precisely it said one 1 pound
and then in parenthesis it said 554.6 grams [right
right] and as near as I could tell seeing that was
basically anti-metric propaganda cause anyone
who would say well look I can either buy 1 point
of something at 464.6 grams which of course they
couldn’t weigh it out accurately anyway um every
time I see something like that I think well that’s
that’s an anti-metric argument [yep]

Clip 11: so um well I’ll tell you my situa-
tion is that I have an elderly grandmother that we
did just recently put in a nursing home and um
her son which is my father is also elderly and this
is one of the reasons why she had to go to the
nursing home is that she was literally driving him
nuts in his later years now my father’s almost 80
and my grandmother’s almost 97 [jeez] so um it’s
strange because it it so hit so close to home but um
um my father’s an only child and really me and
my sister are the only ones that will deal with my
grandmother she had many sisters and a couple of
them took care of her and then one her last sister
died and it was probably 7 or 8 months after that
she had to go in a nursing home because I was
pretty much giving up my life my sister was and
plus she was driving my father crazy she went
through three housekeepers live-n housekeepers
so she’s kind of a cranky to get along with there’s
nothing physically wrong with her except she’s
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very very old but her personality is is very grating
I mean I hope I don’t get like that when I get old
[yes]

Clip 12: oh yeah I I think it’s a wonderful
thing to do and there’s a lot I think there’s a lot
more I guess another possible solution is since
taxpayers aren’t going to start paying more money
for this and and other budgets aren’t going to be
cut to pay for it [no] um more of the volunteer
network service because everyone gains from it
[mhm] would be would might be really useful um
and if it’s you know uh just people helping people I
think make makes the community so much happier

B Screenshots of listening test

Note each clip was presented one by one to the par-
ticipants and the questions about the communica-
tive function, naturalness rating, appropriateness
rating were presented in a single page.

Figure 3: Screenshot of clip presentation and commu-
nicative function list.

Figure 4: Screenshot of question asking for communica-
tive function.

Figure 5: Screenshot of question asking for naturalness
rating.

Figure 6: Screenshot of question asking for appropriate-
ness rating.
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C Confusion Matrices of intra-annotator
agreement

Figure 7: Participants’ perception of the original Switch-
board feedback (Original) compared to feedback syn-
thesized by signal processing approach (SignalP).

Figure 8: Participants’ perception of the original Switch-
board feedback (Original) compared to feedback syn-
thesized by TTS approach.

Figure 9: Participants’ perception of the original Switch-
board feedback (Original) compared to the monotone
(Mon) feedback.
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