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Abstract

The rise of social media has amplified the vis-
ibility and impact of hate speech, prompting
the development of NLP solutions to iden-
tify both explicit and implicit forms of hate
speech. These approaches assess toxicity in
isolation, neglecting context and limiting mod-
els to sentence-level understanding. There-
fore we study, how contextual factors influ-
ence perceived toxicity, thereby anchoring as-
sessments in a more nuanced semantic frame-
work. We introduce a novel synthetic data
generation pipeline designed to create context-
utterance pairs at scale with controlled polarity.
This pipeline can enhance existing hate speech
datasets by adding contextual information to
utterances, either preserving or altering their po-
larity, and also generate completely new pairs
from seed statements. We utilised both features
to create Toximatics, a dataset that includes
context-dependent utterances and it’s toxicity
score. To address biases in state-of-the-art hate
datasets, which often skew towards specific sen-
sitive topics such as politics, race, and gender,
we propose a method to generate neutral utter-
ances typical of various social settings. These
are then contextualized to show how neutral-
ity can shift to toxicity or benignity depending
on the surrounding context. Toximatics’ ap-
proach to hate speech detection extends beyond
the sentence level, rendering it suitable for dis-
course analysis and also revealing that current
models underperform on this dataset.

1 Introduction

Toxicity classifiers are normally fine-tuned with
hate speech datasets that contain explicit or overtly
abusive lexicons (Davidson et al., 2017; Founta
et al., 2018) or implicit, coded, indirect framing of
offensiveness (ElSherief et al., 2021; Hartvigsen
et al., 2022). Explicit hate datasets suffer from
topic bias like over-reliance on sensitive attributes
(race, gender, religion, nationality, etc) (Basile

et al., 2019) which can inflate model performance
on phrases containing indirect offense. Implicit
hate speech introduces diverse hate classes based
on coded language such as irony, sarcasm, eu-
phemism, metaphor, circumlocution, etc (Talat and
Hovy, 2016; Magu and Luo, 2018; Gao and Huang,
2017; Warner and Hirschberg, 2012; Qian et al.,
2019). This line of work approaches the prob-
lem of detecting toxicity/hate speech as: Given
a sequence of n tokens u ∈ {x1, x2...xtarget...xn}
with xtarget being a sensitive attribute or target
group type, can a machine flag whether u is toxic?
(Sap et al., 2020) defines the task differently, like
given a sequence u, can a machine determine if
a possible toxicity is intentional, offensive, lewd
towards any identity group. The sequence u could
be interpreted as an utterance by a person in on-
line or real-life social situations. In NLP datasets,
these sequences are usually mined via social me-
dia or machine-generated with specialized prompts
(Hartvigsen et al., 2022).

However, does toxicity depend solely on the se-
mantics of the utterance u? Our hypothesis is that
this current method is simplistic as it bases the
concept of toxicity solely on the utterance. To ac-
curately determine toxicity, it is necessary to take
into account the broader context. This paper illus-
trates how the context of spoken dialogue can alter
the human toxicity score of the same utterances
(see Figure 1). Consequently, we also highlight
other flawed assumptions made by the previous
research. Previous research on hate speech has
highlighted the importance of considering charac-
teristics such as abusive language, speaker inten-
tion, sensitive attributes, target group, and framing
when determining what constitutes hate speech.
However, we speculate human perceived toxic-
ity can occur for any social category if grounded
in context, e.g. {Irony towards an introvert in a
social gathering}. Recent implicit datasets (Sap
et al., 2020; Hartvigsen et al., 2022; Zhou et al.,
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Figure 1: Toximatics dataset with it’s parent seed utterances. Direct augmentation and multistage augmentation
are generation methods introduced in section 4. Labels are chat-gpt-4 legacy, hate-bert, roberta-toxigen,

llama-2-chat-7b, human annotation. Toximatics makes the polarity of the utterance context-dependent and
fools the models.

2023) overemphasize dimensions like intention,
power dynamics, or target groups as hate deter-
miners. On the other hand, we highlight that toxic
perlocution can occur regardless of power dynamic,
identity group. Furthermore, we observed distinct
examples for such cases are clearly missing in state-
of-the-art papers and datasets.

To address all this gap we introduce Toximatics.
A dataset to understand pragmatic toxic utterance
which encompasses deeper level semantics than
implicit datasets. We ground the notion of tox-
icity to the context of the utterance, rather than
grounding it solely to the utterance as done in pre-
vious work. Unlike previous work, our samples
consist of an utterance-context pair. The crowd-
workers were presented with the context while an-
notating the utterance to make sure the validity of
the toxicity score becomes depended on the con-
text. We also introduce a generation pipeline that
utilizes state-of-the-art language models and ex-
pertly crafted prompts and methods. This enables
to generate similar examples at scale without the
need for further quality checks, ensuring the high
level of accuracy. Our generation pipeline uses
utterances from implicit datasets as seeds to cre-
ate context with controlled polarity and also gen-

erates entirely new utterance-context pairs from
these seeds. Additionally, we produce seemingly
neutral utterances, atypical for certain social situa-
tions, and generate contexts for them with specific
polarity control. Following the later step we ex-
plore whether phrases like {You’re so lucky to be
able to work from home and have more flexibility}
could be perceived as toxic without any allusion
to power dynamics, intent, or identity groups (see
Figure 1). We release a dataset of 19,800 utterance-
context pairs and their toxicity labels. Toximatics
was evaluated with sota toxicity classification mod-
els, foundational models and chat models, which
showed poor efficacy on zero-shot classification
task. This dataset is the first of its scale to pivot
hate speech detection research towards a context-
dependent framework. The dataset and generation
method codes are available via the provided link 1.

2 Related Work

Early papers on hate datasets emphasized explicit
abusive language and profane use of slurs racial
identifiers, minority mentions, hateful keywords,
etc (Basile et al., 2019; Davidson et al., 2017;
Warner and Hirschberg, 2012; Silva et al., 2016;

1https://github.com/Mayukhga83/Toximatics

https://github.com/Mayukhga83/Toximatics
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Burnap and Williams, 2014; de Gibert et al., 2018).
These examples are collected using keyword-based,
bootstrap scrapping, or adversarial data collec-
tion (Davidson et al., 2017; Zampieri et al., 2019;
Founta et al., 2018; Waseem, 2016; Dinan et al.,
2019; Vidgen et al., 2021). These datasets have an
over-reliance on lexical cues and specific topics. In
response to this, researchers have tried to curate a
newer corpus that labels hate considering the rhetor-
ical framing grounded in sociology and psychology
(Kennedy et al., 2018; Sap et al., 2019). ElSherief
et al. (2021) introduced a taxonomy of implicit
hate speech and a benchmark corpus mined from
online hate groups. Hartvigsen et al. (2022) uses
GPT 3, demonstration-based prompting and con-
strained decoding to generate large-scale implicit
hate corpus. Pavlopoulos et al. (2020) investigated
the potential effect of context on human judgment
of toxicity scores through an analysis of Wikipedia
discussions. Xenos et al. (2021) created a toxic-
ity dataset where the annotators had access to one
previous comment. Zhou et al. (2023) developed a
formalism to explain the intentions, reactions, and
harms of offensive or biased statements based on
their social context.

Unlike most previous works which focuses on a
single statement, we have a situational context in
which the statement was uttered. While the previ-
ous work examines the extent to which the framing
of an utterance determines its level of toxicity, our
work investigates the extent to which the context
determines the toxicity level of an utterance. Previ-
ous studies (Pavlopoulos et al., 2020; Xenos et al.,
2021) narrowly examined context, focusing solely
on preceding comments and discussion headings.
However, this limited approach may fail to cap-
ture the circumstances of the utterance. Thus, we
propose contextualizing the situation with a situa-
tion descriptor (see Figure 1). Zhou et al. (2023)
heavily relies on the identity group of both the
speaker and listener. Additionally, the context de-
scription is limited in scope. In contrast, we solely
use detailed situational descriptor as context as an
explaination of the entire scenario. We also have
curated examples to show how toxicity can be per-
ceived without any allusion to identity group. Zhou
et al. (2023) also does not generate large scale po-
larity controlled context, they only have 928 coun-
terfactual context. In contrast, our work solely
deals with generating polarity-controlled context.
None of the previous works have focused on gener-

ating completely new implicit hate utterances in a
given context, nor have they attempted to uncover
the toxic nature of arbitrary social statements in a
contextualized manner, unlike us.

3 Pragmatics, Meaning, and Toxicity

To adapt toxicity detection (Founta et al., 2018) to
dialogs, we formalise toxicity as something that
can potentially affect the climate of discourse in
a negative way. In technical terms, if we have
a hypothetical value function V (D/C) that can
estimate the state-value of discourse D at a specific
time given context C, an utterance ut at time t is a
potential contestant for hate speech if

V (Dt+i/C<t+i) ≪ V (Dt−1/C<t−1) : i ≥ 1

Empirically V (·) is impossible to estimate due to
the subjective perception of language among hu-
mans and lack of consensus on what to include in
C<t. Defining hate speech in this way highlights
the limitations of basing toxicity levels solely on
snippets of utterances. In this paper, we consider
free text situational descriptor as C<t.

We hypothesise that toxicity is performative. In
linguistics, performatives are speech acts that not
only convey information but also perform an action
and have a perlocutionary effect on the listener’s
mind (Austin, 1962). For instance, "I would like
some Kimchi!" at a dinner table implies "pass me
the Kimchi". Perlocutionary effects include per-
suading, convincing, enlightening, and command-
ing. We propose that conveying hate or offense is
a valid perlocution, potentially affecting perceived
toxicity scores when annotators have full context.
2. We aim to investigate how perceived toxicity
changes across different contexts and nuanced situ-
ations.

4 Generation Pipeline

In this section we formalise a general overview of
the pipeline, a straightforward summary of which
is presented in Figure 2. The pipeline utilizes super-
vised finetuned language (SFT) models (Ouyang
et al., 2022), contrastive search decoder (Li et al.,
2022) and carefully curated prompts as the base
elements. After conducting several preliminary ex-
periments, we propose the prompt should have a
template designed to achieve prespecified goal as

2Please note that hate or offense was never tied to perlocu-
tion by Austin (1962), this is one contribution of our dataset
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done in prompt engineering (Sahoo et al., 2024)
and it should also contain few in-context examples.
Following our findings (appendix A), we propose
using contrastive search (over top-p or temperature)
becasue it along with in-context prompts reduces
hallucination and improve the quality of genera-
tions while maintaining relevance to the instruction.
These claims are supported by findings from other
sources (O’Brien and Lewis, 2023). The pipeline
supports three types of context augmentation, de-
pending on the number of iterations and the dy-
namic addition of statements. This is controlled by
the target polarity and other hyperparameters.

4.1 Direct Augment

Let L(α,κ,H)
θ be a pretrained language model pa-

rameterised by θ coupled with contrastive search
decoder parameterised by α and κ and set H ∈
(h1, h2, ..) containing hyperparameters that modi-
fies the output logits. H includes properties like
repition-pentalty, max-token, repeat-ngram, etc. α
and κ controls the trade-off between model confi-
dence and degeneration penalty. Formally given
the input prompt x<t the selection of output xt will
follow:

xt = argmax
v∈V(κ)

{(1− α)pθ(v|x<t)− α(max{s(v, xj)
1≤j≤t−1

})}

Where V(κ) is the top-k preditiction from the LMs
probability distribution pθ(./x<t). Model confi-
dence, is the probability of candidate v predicted
by the LMs pθ(v|x<t). Degeneration penalty
max{s(v, xj) : 1 ≤ j ≤ t − 1}, measures the
maximum cosine similarity between the candidate
v and the tokens in the input prompt. In case of
direct augment if u be any predefined utterance and
tp be the target polarity of the utterance then the
context generated by direct augment is given by:

C = L(α,κ,H)
θ (u, Pcont(n, tp))

Where Pcont(n, tp) is the taylored prompt having
n in-context examples and instruction to generate
context given utterance u.

4.2 Multistage Augment

This method generates completely new utterance-
context pair by passing the input through LMs at
multiple steps with distinct polarity objectives. Us-
ing three chains of target polarity adds dynamic
to the connotation of the utterance-context pair

and its framing. For example, a seemingly neu-
tral context u could first be made toxic along with
a generated context C. Then a new utterance unew
could be constructed which along with the previous
context sounds benign. Then again a new context
Cnew could be constructed which along with unew
sounds toxic. If Putt(n, tp) is the taylored prompt
having n in-context examples and instruction to
generate utterance given context C then the pro-
cess can be written as:

C = L(α1,κ1,H1)
θ1

(u, Pcont(n, tp1))

unew = L(α2,κ2,H2)
θ2

(C,Putt(n, tp2))

Cnew = L(α3,κ3,H3)
θ3

(unew, Pcont(n, tp3))

Where tpi is the target polarity at ith step. The
dynamic nature of this method improves the quality
of counterfactual examples greatly.

4.3 N-iter Multistage Augment
This methods further extends multistage augment
with new utterance at N intermediate steps (typi-
cally N = 2, 3, 4, ..). This further adds dynamic
to the utterance and context quality and helps even
improve the counterfactual examples. The steps
could be written as follows

(u1, C1) = MΘ(u, P )

∀i ∈ (2, 3, 4...N − 1)

ui = L(α2,κ2,H2)
θ2

(Ci−1, Putt(n, tp2))

Ci = L(α3,κ3,H3)
θ3

(ui, Pcont(n, tp3))

Where MΘ is the multistage augment step with Θ
containing all the hyperparameters associated with
that step. ui and Ci being the generated utterance
and context at ith step.

5 Dataset Generation

All augmentation methods were utilised in the
pipeline for creation of Toximatics.

5.1 Models
We utilized the largest available open-source model
70 billion parameter LLama 2 chat model (Touvron
et al., 2023) supervised finetuned with Orca dataset
(Mitra et al., 2023).We conducted a side experiment
to compare different SFT versions of the model for
our task. We generated 5 generations using the
direct augmentation method and crowd-validated
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Figure 2: The generation pipeline supports 3 methods:
Direct Augment adds context to the seed utterance,
while Multistage and N-iter Multistage can generate
novel utterance-context pairs given the seed.

the quality as the relevance of the generation to
the prompt. Results reveal that the Oraca finetuned
version outperformed the others with an agreement
of 0.71. To streamline the process, we substituted
the same model at all stages of the multistage aug-
mentation.

quality llama2 Orca llama2 Oasst llama2 chat llama2 base
relevance 0.79 0.72 0.58 0.51

Table 1: Generation quality for various SFT versions
of LLama-2, Oasst is OpenAssistance sft version while
chat is meta’s llama2 sft version

5.2 Seed Utterance
We generate Toximatics from both state of the art
implicit hate datasets and socially grounded neutral
statements which were also curated with generative
models.

5.2.1 Implicit Hate Dataset
We primarily used ToxiGen (Hartvigsen et al.,
2022) which is a large-scale machine-generated

dataset containing human annotated toxicity score,
framing and perceived intent. We first divide the
dataset (train set) into three parts by thresholding
over the human toxicity score. We taxonomize
them as benign-batch (0.5 ≤ htox ≤ 1.5 ) with
3230 samples, neutral-batch (1.5 ≤ htox ≤ 3.5 )
with 3230 samples and toxic-batch (3.5 ≤ htox ≤
4.5 ) with 1145 samples, where htox is the human
toxicity score in a scale of (1, 5). Extreme toxic
statements were left out as they contain lexical cues
of overt negative words. This distinction based on a
threshold was established to enable the creation of
experiments with precise goals, such as modifying
the toxicity of samples to benign, toxic to neutral,
neutral to benign and so on (see section 5.4).

5.2.2 Socially Grounded Neutral Statement
The primary objective of these seed utterances is to
challenge preconceived notions of toxicity linked
to power dynamics, identity groups, race, politics,
and gender. Instead, we aim to ground the analy-
sis in more generic contexts, such as whether an
utterance in a restaurant, a birthday celebration, or
a friendly environment can be perceived as toxic.
This approach allows us to analyze the polarity
of utterances within valid social contexts, termed
"base-context", as opposed to online comments.
We mined the base-context as detailed below (see
Figure 3).
Conversational Topic Extraction: First we apply
a topic model algorithm based on BertTopic (Groo-
tendorst, 2022) on two conversation data sets Daily-
Dialog (Li et al., 2017) and Blended-Skill-Talk
(Smith et al., 2020). Firstly, the dialogues were con-
verted to embeddings using Sentence Transformer
(Reimers and Gurevych, 2020), and then reduced in
dimensionality using UMAP (McInnes et al., 2018)
with key-parameters like nearest neighbour size as
15 and min-dist as 0.25 (the minimum distance be-
tween points in low-dimensional space). Setting
both parameters to low helps to emphasize the lo-
cal structure of conversational data. HDBSCAN
(McInnes and Healy, 2017) was employed as the
clustering algorithm, with Euclidean as the distant
metric and minimum cluster size of 200 so that we
don’t end up having too many clusters. The topic
theme was generalized from the topic cluster key-
words using chat-gpt-4, and it was then taken as the
conversational topic. In this way, the two datasets
yielded 413 conversation themes.
Social Location Extraction: We define a social
location as any place that has a social environment
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Figure 3: We first mine utterances atypical to a social topic and then augment it with polarity controlled context. We
utilised LLMs to assists the mining process. Like chat-gpt-4 during linking phase, filter and augment social
location, to generate candidate event types and social dynamics base gpt4 to rerank the generated list

and can stimulate civil conversation, such as restau-
rants, parks, bars. We employed Named Entity
Recognition (NER) to the same dialog datasets
with spacy (Honnibal and Montani, 2017) to ex-
tract FAC (facilities) location data; a total of 685
samples. Consequently, duplicates were removed
and chat-gpt-4 was instructed to generalise several
categories of social location from the remaining set
e.g., Entertainment and Recreation ≈ {Disneyland,
Saikei Ski Resort, Zoo, Kangaroo Club, etc}. Tak-
ing these categories and it’s associated location as
example we instruct chat-gpt-4 to mine a set of 150
social locations (appendix B).
Linking: This stage links the conversational topic
to the social location via chat-gpt-4. Set S contain-
ing social location and set Ct having conversational
topics has many-to-many relationship with overlap-
ping association (e.g, almost any conversation can
happen in a caffe but only some in hospital). The
set of links L is therefore the subset of Cartesian
product of S and Ct.

L ⊆ S × Ct

We present each element ci in Ct and entire set S
to chat-gpt-4 and instruct to link ci to elements of
S with one in-context example (appendix C).
Event and Social Dynamic Prediction: As it is
non-trivial to mine events and social dynamics from
conversation datasets, we use LLMs as the a re-
trieval system. For each linked location and conver-
sation li ∈ L, chat-gpt-4 was employed to generate
a preliminary list of potential event types. This list
was re-ranked with base GPT4 (appendix D & E).

The decision was influenced by (Sun et al., 2023),
who demonstrated the efficacy of LLMs in retrieval
tasks and identified that base GPT4 outperforms all
other models in ranking tasks. We then applied a
top-k threshold to select k entities from the list as
a measure of most relevance. In this paper we used
k = 3 to account for high relevance and brevity
of our dataset. After appending the event type to
the base context, we repeat the same step for social
dynamic.

The aforementioned procedure yielded 1554
base-context units, with approximately 2% of these
removed by three crowd validators (appendix G)
with an agreement of 0.88, resulting in 1523 units
(examples in F). We generated 1523 seed utter-
ance associated with the units with our genera-
tion pipeline and name this batch as social-neutral-
batch.

5.3 Prompt Engineering

For the context generation task at hand, the un-
predictable nature and absence of validation data
made it challenging to create a prompt using a
Chain of Thought (CoT) (Wei et al., 2022) or
other CoT-based approach. Furthermore, the util-
isation of recursive prompting techniques simi-
lar to Self-Refine (Madaan et al., 2023; Saunders
et al., 2022; Yang et al., 2022), represents a po-
tential bottleneck within our pipeline, particularly
when utilising multistage augmentation techniques.
This is due to the fact that these methods already
have iterations, which could even worsen the time
complexity. We structure our prompt inspired by
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(Rajagopal et al., 2021) which curate prompt as

concept
qualifier−−−−→ concept where concept slot con-

tains abstract category of concepts. For our task,
the concepts become the context and utterance
while the qualifier becomes target polarity like
benign, mildly− toxic, toxic. As a consequence,

it reduces to context
qualifier−−−−→ utterance. For each

objective in section 5.4, we first generate a few
examples of (utterance, context) pair with the in-
struction prompt "Add <context> to the <utterance>
such that the statement becomes <qualifier>". Then
we manually correct and refine the generated con-
text to construct our in-context examples. Then we
used the same prompts and in-context examples to
create context for the rest of the batches in few-shot
mode. In preliminary experiments, increasing the
number of examples beyond six did not improve
generation quality but impacted generation time.
Therefore, we used six example in the few-shot
setting for the rest of the generations (appendix H).

5.4 Batches and Polarity Control

We sample 2000 utterances from benign-batch and
generated 8000 counterfactual-toxic samples by
augmenting using final polarity toxic with direct-
augment, multistage augment, 2-iter and 4-iter mul-
tistage augment. Subsequently, we sample 1000
utterances from toxic-batch and generated 4000
counterfactual-benign samples with final polarity
benign and using the same methods. 1500 samples
from social-neutral-batch was used with direct aug-
ment to generate 1500 toxic and benign samples
each. 2000 sampled units from neutral-batch was
used with direct augment to generate 2000 toxic
samples and 3000 benign samples (to balance the
dataset). The dataset finally contains approx. 56%
toxic samples and 44% benign samples.

6 Human Toxicity Annotation

The samples emanating from section 5 were passed
to crowd workers. The workers were provided both
the utterance and context. They were tasked to
respond in 5 point Likert scale if they agree that
the utterance sounded toxic if it was actually ut-
tered in real life contextual scenario provided in
the context. We interpret the 5-point Likert scale
in the range (1, 5) with 1 being completely benign
and 5 very toxic. 10 responses per example were
considered and the mean score was accepted as
the final toxicity score. As Mturk workers often
cheats (Marshall et al., 2023), the work was divided

into batches of 30 examples with 3 attention check
questions appearing quarterly like age, date of birth
and age group. We rejected workers who failed the
attention checks. Also, we restricted the partici-
pation from only people residing in the USA and
have a previous HIT approval rate greater than 95%
and had at least 50 HIT approved. The application
of filters to the annotations allows for the improve-
ment of the quality of the annotations themselves.
The kappa agreement score was 0.57. We hypothe-
sised that the level of agreement will be low due to
the subjective nature of the task. As the process of
labelling toxicity is prone to individual bias, such
as that derived from a person’s social background,
culture, age, and so forth, it is likely that there will
be a lack of consensus. However, the agreement
score inspite of being low is empirically consistent
with kappa scores recorded by similar generation
task (Amidei et al., 2018, 2019; Celikyilmaz et al.,
2020).

7 Evaluation of Model Performance

The performance of our dataset is evaluated in
comparison to state-of-the-art toxicity classifiers
and text generation models, including both foun-
dational and chat models. For the classification
task, the problem is formulated as a binary toxicity
classification. This is achieved by concatenating
the context and the utterance. With regard to the
text generation model, the problem is framed as a
zero-shot classification task. For the purposes of
evaluation, 1,100 examples of toxic content and
900 examples of benign content were randomly
sampled from the dataset. For the classifier, we
considered base transformer models like Bert (De-
vlin et al., 2018), HateBert (Caselli et al., 2020),
Roberta (Liu et al., 2019), DistilRoberta, finetuned
with explicit or implicit hate datasets like Toxi-
gen, Jigsaw3, None 4, RAL-E, social-bias-dataset5.
For text generation models, we evaluated T5 (Raf-
fel et al., 2019), Flang-T5 (Chung et al., 2022),
OPT (Zhang et al., 2022), OPT-iml (Iyer et al.,
2022), Llama-2 (Touvron et al., 2023), Llama-2-
chat, Chat-Gpt. Where Flang-T5, OPT-iml and
Llama-2-chat are the supervised finetuned versions
of the base model.

3https://www.kaggle.com/c/
jigsaw-toxic-comment-classification-challenge

4https://www.kaggle.com/datasets/subhajournal/
normal-hate-and-offensive-speeches

5https://github.com/rpryzant/
neutralizing-bias

https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
https://www.kaggle.com/datasets/subhajournal/normal-hate-and-offensive-speeches
https://www.kaggle.com/datasets/subhajournal/normal-hate-and-offensive-speeches
https://github.com/rpryzant/neutralizing-bias
https://github.com/rpryzant/neutralizing-bias
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Model Fintune-Data Accuracy (%) Recall (%) Precision (%) F1
Bert-base Jigsaw 2020 43.3 3.90 50.0 0.07
HateBert RAL-E, None 47.7 21.0 61.1 0.31
HateBert ToxiGen 44.0 7.80 57.0 0.13
RoBERTa Jigsaw 2018, 19, 20 43.3 3.92 50.0 0.07

DistilRoBERTa base wikirev-bias 52.2 27.2 70.0 0.39
RoBERTa ToxiGen 46.6 5.80 98.0 0.11

T5-xl - 54.8 72.2 54.4 0.62
T5-xxl - 50.4 75.8 53.6 0.62

Flang-T5-xl - 58.4 51.5 81.8 0.63
Flang-T5-xxl - 69.9 54.0 84.0 0.66

OPT-13b - 62.8 83.3 53.5 0.65
OPT-30b - 48.7 97.0 55.0 0.70

OPT-13b-iml - 61.9 72.1 63.7 0.67
OPT-30b-iml - 51.3 70.6 58.5 0.64
Llama-2-7b - 43.3 3.30 28.5 0.06
Llama-2-13b - 55.7 31.1 70.3 0.43

Llama-2-7b-chat - 70.8 47.8 68.0 0.56
Llama-2-13b-chat - 71.7 70.5 75.4 0.73

Chat-Gpt-3.5-turbo - 68.1 61.8 70.8 0.66
Chat-Gpt-4 - 72.0 54.3 86.4 0.67

Table 2: State-of-the-art fine-tuned toxicity classifiers, foundation and chat model’s performance on Toximatic
samples, here accuracy, recall, and precision is in percentage

7.1 Findings

The finding for this experiment is depicted in Table
2. From the table, we can see our dataset success-
fully fools the state-of-the-art classifier model. The
models failed to detect many valid samples; hence
we see an extremely low recall. This is because,
in Toximatics, we intended to alter the toxic polar-
ity with context. The classifier was not trained on
such an objective. Moreover, we see that finetuning
with implicit datasets will rarely improve perfor-
mance on pragmatic understanding. Sometimes
high precision was achieved as the models flagged
an extremely small number of actual positive ex-
amples, as positive. For example, ToxiGen roberta
scored a high precision with only guessing 35 TP
(true positives). For the zero-shot classification
problem, taking the F1-score as the main measure
of performance, we see the instruction finetuned /
chat models perform better than their base counter-
parts (with the exception of OPT-30b-iml). We also
observed within all the chat models (instruction
finetuned), the newer chat models like Chat-Gpt,
Llama-2 are more accurate than older ones. Even
for the same model type, scaling up improves both
accuracy and F1 score (excluding OPT models).
The best-performing model was Llama-2-13b-chat

with an F1-score 0.73 and balanced recall and preci-
sion. Chat-Gpt-4 had the highest accuracy but with
less recall indicating a higher number of false neg-
atives. We also observe that Chat-Gpt-4 does not
significantly outperform Chat-Gpt-3.5-turbo with
our dataset. This experiment illustrates the power
of such a dataset and why it will raise the bar in
natural language understanding.

8 Conclusion

In this paper, we introduce Toximatics, a dataset
of toxic and benign statements (19.8k) where tox-
icity is context-dependent. This dataset offers a
novel approach to hate speech detection, examin-
ing how contextual scenarios can shift the polarity
of an utterance. Toximatics addresses the topical
biases of previous datasets, such as those focused
on race, identity, gender, and power, by present-
ing neutral social statements and contextualizing
them to render them toxic. Our findings show that
generative models and state-of-the-art toxicity clas-
sifiers are often misled by this dataset, demonstrat-
ing the increased difficulty of this task compared to
sentence-level toxicity detection. We also present
a mined base-context for grounding social utter-
ances, providing a foundation for further research.
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Additionally, we curate a novel scalable data gener-
ation pipeline. We propose that a research direction
focusing on pragmatic hate speech understanding,
which considers holistic contextual information,
should be pursued. This would facilitate the de-
velopment of more suitable toxicity detection tech-
niques for long dialogues and discourse.

Ethical Considerations

In this section, we will briefly highlight some of the
ethical concerns and limitations of this work. We
would like to bring to your attention that the dataset
contains political references and opinions that may
be subjectively provocative. For simplicity, we are
only checking raw toxicity scores but not fine-grain
categories like framing, abuse, vulgar, obscene, etc.
Context can go far beyond situational descriptor
and base-contexts mentioned in this paper. But
we leave it open for future works. The subjective
nature of interpreting toxicity still reamins a chal-
lenging task. To mitigate this, future studies could
develop more robust automated techniques to im-
prove reliability.
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A Generation quality vs decoding technique

In this sub-experiment, we used our generation pipeline with a range of decoding techniques, as detailed
in Table 3. We kept the task description and all other parameters like in-context prompts exactly similar
and used 5 generations each with direct augment method. We used top-p sampling with temperature

top-p quality top-k quality penalty-alpha quality
0.9 0.43 60 0.31 0.9 0.52
0.7 0.51 40 0.55 0.7 0.63
0.6 0.48 30 0.42 0.6 0.71
0.5 0.49 20 0.45 0.5 0.57
0.4 0.45 10 0.59 0.4 0.58
0.3 0.36 5 0.51 0.3 0.33

Table 3: Generation quality for various decoding paradigm with our incontext prompts

0.7, top-k sampling with temperature 0.7 and contrastive decoding with top-κ 8. We provided all the
generations to 3 crowd workers to label the quality within a scale of 0 to 1 and then mean the score for 5
samples. The kappa aggrement score was 0.683. The results clearly shows contrasting decoding performs
better for majority of the case in our task of context generation.

B Prompts to generalise and augment social locations in Section 5.2.2
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C Prompts to link conversation topic and social location in Section 5.2.2

D Prompts to generate event types from chat-gpt in Section 5.2.2
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E Prompts to rank event types from chat-gpt in Section 5.2.2
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F Examples of Generated Base Context in Section 5.2.2

Location Event-Type Conversation-Topic Social-Dynamic
Workplace Team lunch, Discussing team roles and responsibilities Supportive and collaborative.
University Department seminar Planning a new collaborative research project Eager and intellectually stimulating.

Conference room Strategy meeting Setting long-term goals for the department Visionary and goal-oriented
Local library Book club meeting Discussing the next book selection Inquisitive and engaging
Public park Volunteer clean-up day Organizing teams and areas for cleanup Community-minded and cooperative

cafe Poetry reading Sharing and discussing personal works Expressive and encouraging
Conference Panel discussion Debating ethical implications of research methods Engaged and respectful
Workplace Safety training Learning about new safety protocols in the lab Safety-conscious and attentive
University Guest lecture Engaging with an expert visiting from another institution Enthusiastic and receptive
Workshop Professional development workshop Learning new skills for professional growth Eager to learn and apply new knowledge

Office Planning meeting Coordinating logistics for an upcoming international conference Organized and detail-oriented
Art museum Guided tour Learning about different art periods Curious and appreciative
Health clinic Health workshop Discussing nutrition and wellness strategies Proactive and health-conscious

Gym Fitness class Setting personal fitness goals Motivational and supportive
Cooking school Cooking class Deciding on recipes for the session Collaborative and fun

Sports club Team practice Strategies for the next game Competitive and team-spirited
Music studio Band rehearsal Arranging a new song Creative and harmonious
Film studio Film screening Discussing the thematic elements of the film Analytical and insightful

Theater Rehearsal Perfecting scenes and lines Artistic and detailed
Botanical garden Photography walk Sharing tips on capturing natural beauty Artistic and sharing

Planetarium Astronomy night Discussing constellations and celestial events Enthusiastic and awe-inspired
Historical society Lecture series Discussing local history and significant events Engaged and respectful of heritage

Dance studio Dance workshop Learning new dance moves and routines Energetic and rhythmic
Local brewery Craft beer tasting Learning about brewing processes and flavors Sociable and relaxed

Local cafe Business brunch Discussing a new marketing strategy Collaborative and innovative
High school classroom Teacher meeting Planning semester curriculum adjustments Supportive and consensus-seeking

startup office Weekly tech sync Reviewing product development timelines Energetic and fast-paced
Art studio Project critique session Feedback on recent artworks Creative and constructive

Corporate boardroom Quarterly financial review Analyzing profit and loss statements Analytical and strategic
Nonprofit organization office Grant writing workshop Brainstorming for funding opportunities Motivated

Public library Book club meeting Discussing this month’s book selection Informal and friendly
City hall Urban planning session Outlining new public transportation options Formal and regulatory

Sports room Pre-game strategy talk Assigning player roles and strategies Energetic and motivational
University laboratory Scientific research collaboration Sharing experimental results Curious and data-driven

Architecture firm Design review Discussing a new building project Visionary and detail-conscious
International conference center Diplomatic summit Negotiating international treaties Formal and cautious

Community center Volunteer coordination meeting Organizing a local food drive Enthusiastic and community-oriented
Airline operations center Flight scheduling session Managing flight crew assignments Precision-oriented and time-sensitive

Fashion design studio Trend forecasting meeting Selecting fabrics for next season Trend-sensitive and collaborative
Music production studio Album planning meeting Deciding on track listings and collaborations Creative and expressive

Government agency office Policy development workshop Crafting new regulations for public safety Analytical and policy-oriented
Luxury cruise ship Staff training session Reviewing safety protocols and guest relations Professional and guest-centric

Local government office Community feedback forum Addressing citizen concerns about local policies Responsive and community-focused

Table 4: Few examples of base context generated with methods discussed in section 5.2.2

G Crowd Task for validating base-context
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H Example of prompts used in Generation Pipeline


