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Abstract

Open domain spoken dialogue systems need
to controllably generate many different dia-
logue acts (DAs) to allow Natural Language
Generation (NLG) to create interesting and en-
gaging conversational interactions with users.
We aim to create an NLG engine that can pro-
duce a variety of DAs that make substantive
knowledge-grounded contributions to a conver-
sation. Training such an NLG typically requires
dialogue corpora that are labelled for DAs,
which are expensive to produce and vulnerable
to quality issues. Here, we present a prompt-
based learning approach to transfer DAs from
one domain, video games, to 7 new domains.
For each novel domain, we first crawl WikiData
to create Meaning Representations that system-
atically vary both the number of attributes and
hops on the WikiData Knowledge Graph. The
proposed method involves a self-training step
to create prompt examples for each domain fol-
lowed by an overgeneration and ranking step.
The result is a novel, high-quality dataset, Wiki-
Dialogue, of 71K knowledge-grounded utter-
ances, covering 9 DAs and the Art, Movies,
Music, Sports, TV, Animal, and Boardgames
domains, whose combined DA and semantic
accuracy is 89%. We assess the corpus quality
using both automatic and human evaluations
and find it high. The corpus is found to be safe,
lexically rich, and large in vocabulary, when
compared to similar datasets.

1 Introduction

Open domain spoken dialogue systems need to be
able to controllably generate many different dia-
logue acts (DAs) in order to create interesting and
engaging conversational interactions with users.
For example, they should be able to ask questions
of different types, inform the user of facts and ex-
press opinions, make recommendations and sug-
gestions, and confirm what the user said. Moreover,
using knowledge to ground DAs supports taking
the initiative to drive the conversation forward, and

has been shown to help avoid hallucinations in gen-
erated outputs (Dziri et al., 2021; Gopalakrishnan
et al., 2019; Chi et al., 2022).

We aim to create a Natural Language Generation
(NLG) engine that can produce a variety of DAs
and make substantive knowledge-grounded contri-
butions to a conversation. A synthetic example of a
conversation about music with a variety of DAs is
shown in Table 1. This example is shown because
it uses the nine different DAs from the ViGGO
video games corpus (Juraska et al., 2019, 2021),
with sets of triples from the Wikidata Knowledge
Graph (KG) for knowledge grounding.

Dialogues like this require a semantically-
controlled NLG that also controls the expression of
DAs. In order to create such an NLG, training data
consisting of dialogue corpora with utterances la-
beled with DAs, such as Multi-Woz (Budzianowski
and Vulić, 2019), or a parallel corpus of domain-
specific DA representations and reference utter-
ances, such as ViGGO or RNNLG (Juraska et al.,
2019; Wen et al., 2015), is typically needed. Such
training data is typically collected via crowdsourc-
ing, making it expensive to produce, and vulnerable
to quality issues (Qian et al., 2021; Dušek et al.,
2019). As a result, existing corpora primarily use
the INFORM DA (Gardent et al., 2017; Novikova
et al., 2017; Lebret et al., 2016; Nan et al., 2021;
Parikh et al., 2020) or cover a limited number of
topics (Wen et al., 2015; Budzianowski and Vulić,
2019; Juraska et al., 2019; Rastogi et al., 2020).

However, recent work using prompt-based learn-
ing (PBL) with LLMs shows that PBL can be used
to create high quality dialogic datasets (Kim et al.,
2023; Chen et al., 2023; Ramirez et al., 2023). For
example, Ramirez et al. used PBL to enlarge the
DA labelled ViGGO video games and RNN Laptop
and TV corpora (Juraska et al., 2019; Wen et al.,
2015). Here we extend their overgenerate-and-rank
NLG method to transfer the DAs from the ViGGO
corpus onto a set of 6 WikiData domains and a
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Dialogue Act Representation System Output
GREETING System: Hi, it’s so good to talk to you again! How are you doing today?

User: I’m doing good, I want to talk about music
REQUEST-ATTRIBUTE (song genre.). Sys: Sure, What kind of music do you like to listen to?

User: I enjoy pop music
REQUEST (songs specifier catchy. songs genres pop.) Sys: Do you know of any pop songs that are catchy?

User: Yes, never gonna give you up
CONFIRM (Never Gonna Give You Up performer Rick Astley. Never Gonna
Give You Up domain songs.)

Sys: Is it Rick Astley’s song Never Gonna Give You Up that you’re referring
to?
User: Yes

GIVE OPINION (Never Gonna Give You Up rating excellent. Never Gonna
Give You Up performer Rick Astley. Never Gonna Give You Up publication
year 1987. Never Gonna Give You Up domain songs.)

Sys: Rick Astley did a nice job with the single ’Never Gonna Give You Up’
from 1987. It’s quite good!

User: That sounds great, I totally agree with you.
SUGGEST (Never Gonna Give You Up genre pop music. All I see genre pop
music. All I see performer Kylie Minogue.)

Sys: Do you also like pop songs by Kylie Minogue, for example, All I See?

User: No, I don’t know about that song
INFORM (All I see rating excellent. All I see from album X. All I see performer
Kylie Minogue. All I see domain songs.)

Sys: I must say, Kylie Minogue really nailed it with their performance of All I
See from the album X. It’s a fantastic track that I love listening to.
User: I see. Are there any other songs that you can recommend

RECOMMEND (Kylie Minogue genre synth pop. Berlin genre synth pop. Berlin
performer of Take My Breath Away.)

Sys: Speaking of synth-pop artists, have you heard the song Take My Breath
Away by Berlin?
User: Oh I love this artist and this song

REQUEST-EXPLANATION (songs rating excellent. songs performer Berlin.) Sys: What do you think is it that makes the songs by Berlin so excellent?
User: His songs always bring tears to my eyes

Table 1: Music conversation using a dialogue policy based on all the Dialogue Act (DA) types from ViGGO

database about Animals. Since there is no exist-
ing training data for these domains, we start with
prompt examples from ViGGO, and add a self-
training step. We show that self-training improves
the results.

We first specify the constraints on different types
of ViGGO DAs for each domain, then crawl Wiki-
Data to create meaning representations (MRs) con-
sisting of sets of KG triples for each DA type and
domain. Example MRs can be seen on the left side
of Table 1. We build on WebNLG’s approach for
generating multihop KG Triples as the basis for
some MRs, which then specify paths through the
KG, e.g. talking about the spouse of a person’s
sibling involves a path of two hops (Gardent et al.,
2017). We systematically vary the complexity of
the MRs in terms of number of attributes (up to 8)
and number of hops through the KG (up to 3). To
test generalizability, we then extend the method to
create MRs for an Animals database whose rela-
tions and values are very different. To improve the
quality of the corpus, we first overgenerate multi-
ple outputs and then rank them, by automatically
estimating DA and semantic accuracies and fluency
at generation time. We then take the best rated out-
puts and repeat the procedure with a self-training
step. The result is a novel, high-quality, synthetic
dataset, Wiki-Dialogue, of knowledge-grounded
DAs for the Art, Movies, Music, Sports, TV, Ani-
mal, and Boardgames domains, whose combined
DA and semantic accuracy (PERFECT) is 89%.
Our contributions include:

• Wiki-Dialogue: A new multi-domain dialogue

act and semantically-controlled corpus for the
NLG community.

• A novel method that transfers DAs from one
domain to another with prompt-based learn-
ing.

• A systematic analysis of methods for improv-
ing the quality of LLM generated corpora.

2 Related Work

Most knowledge-grounded dialogue corpora are
based on crowdsourcing utterances matching dif-
ferent types of MRs. One motivation for generating
corpora using LLMs is that crowdsourcing is ex-
pensive, and crowdsourced corpora can be noisy, re-
quiring extensive filtering or additional annotation
to ensure accuracy. For example, Dušek et al. states
that up to 40% of the utterances in the E2E corpus
either omitted information that was present in the
MR or contained additional information (Dušek
et al., 2019), while Qian et al. state that 70% of the
dialogues in MultiWOZ contained dialogue state
(semantic) annotation errors, which had to be cor-
rected (Ye et al., 2022). Web-NLG (Gardent et al.,
2017) also contained mismatches between the MRs
and the crowdsourced utterances that have been cor-
rected.1 We show in Section 4 that there are fewer
semantic errors in Wiki-Dialogue than in similar
crowdsourced corpora.

The most similar corpus to Wiki-Dialogue is
WebNLG, a multi-domain corpus that has been
used for NLG challenges (Colin et al., 2016;

1https://gitlab.com/shimorina/webnlg-dataset
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Zhou and Lampouras, 2020; Ferreira et al., 2018).
WebNLG is based on the DBPedia KG (Lehmann
et al., 2015), and covers 19 domains, with utter-
ances realizing the MRs collected via crowdsourc-
ing. The English dataset contains about 17,000
triple sets and 45,000 crowdsourced texts. How-
ever, the only DA in WebNLG is INFORM, and
dialogues consisting of only INFORM utterances
are unnatural (See et al., 2019; Rastogi et al., 2020;
Hedayatnia et al., 2020), while Wiki-Dialogue pro-
vides DA diversity with nine DAs (Juraska et al.,
2019).

Previous work by Moon et al. (2019) created
the OpenDialKG dataset by crowdsourcing human-
human dialogues consisting of 15K utterances for
the Music, Movies, Sports and Books domains.
Each utterance corresponds to either a one or two-
hop fact in the Freebase KG (Bast et al., 2014) and
the KG paths are hand-annotated on each utterance.
This corpus contains different types of DAs, but
there are no DA annotations.

The Schema-Guided Dialogue (SGD) dataset
consists of over 20k annotated multi-domain, task-
oriented conversations between a human and a vir-
tual assistant (Rastogi et al., 2020). These conver-
sations target interactions with services, such as
travel, spanning 20 domains. The dialogues are
generated in two steps: first a simulator automati-
cally generates a dialogue, given a task, in the form
of a sequence of DAs whose semantic values are
filled by queries to Freebase. The DAs used by
the simulator are distinct for the system and the
user, with 10 system DAs and 11 user DAs. Then
crowdworkers are tasked with paraphrasing each di-
alogue act/MR combination in a dialogue to ensure
naturalness of the utterance realizations.

The Topical Chat corpus consists of 235K ut-
terances from 8 domains, but differs from other
knowledge-grounded corpora in that the knowl-
edge is represented by sentences which are auto-
matically aligned with the dialogues. DAs were
automatically labelled on this corpus using the 11
DAs from the ISO DA standard with an F1 of 0.54
(Hedayatnia et al., 2020; mez). The DA labels in
Wiki-Dialogue are much less noisy: See Table 10.

Other knowledge-grounded NLG corpora with
rich sets of DAs have focused on specific domains.
The ViGGO Video Games corpus contains 9 DAs
(Juraska et al., 2019), the RNNLG corpus encom-
passes 13 DAs for domains such as laptops, TVs,
hotels, and restaurants (Wen et al., 2015), and Mul-
tiWOZ offers 34 task-oriented, domain-specific

DAs, for the restaurant, hotel, attraction, taxi, train,
hospital and police domains (Eric et al., 2021).

Recent work by Wu et al. (2023) on controlling
DAs in NLG for task-oriented dialogue introduces
DiactTOD, a model based on learning latent DAs
from pre-existing datasets, achieving state-of-the-
art performance on MultiWOZ (Ye et al., 2022).
However, the evaluation DiactTOD is based on a
benchmark set and automatic evaluation metrics,
which do not evaluate DA accuracy. We use a
fine-tuned classifier that filters for DA accuracy as
one step in the automatic ranking of possible re-
sponses. We also apply both automatic and human
evaluation, showing that we achieve average DA
accuracies of .98 for one-hop and .89 for multi-hop.

Other work on creating synthetic data for NLG
has focused on creating whole dialogues or aug-
menting existing corpora (Kim et al., 2023; Xu
et al., 2021; Chen et al., 2023). One of the main
challenges with synthetic dialogue generation is
producing high quality outputs without human eval-
uation. Here we show that the quality of synthetic
dialogue data can be improved using a cycle of
self-training, along with an overgenerate-and-rank
step that uses a DA classifier and semantic accuracy
estimates. We build on previous work by Ramirez
et al. by using their definitional prompt style, rank-
ing function, and DA tagger. We extend their ap-
proach by transferring the DAs used for controlled
generation to 7 new domains and incorporating a
self-training step required to bootstrap high quality
generation outputs for completely novel domains.

3 Experimental Method

Figure 1 provides an overview of the experimental
architecture. Our method consists of five steps:

• Specifying DA constraints;
• Creating DA specific MRs;
• Prompt Creation and LLM selection;
• Overgenerate and Rank from the MRs for one

round using ViGGO examples in the prompts;
• Self-Training: Select new in-domain prompt

examples and conduct a second round of
overgenerate-and-rank.

3.1 Specifying Dialogue Act Constraints
We use the DAs from the ViGGO corpus to enable
more highly varied dialogue policies. One possible
policy is illustrated by the conversation shown in
Table 1. The utility of controlling DAs and being
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ViGGO Athletes Wild Animals
DA Num Rels Mandatory Rels Hops Mandatory Rels Hops Mandatory Rels Hops

INFORM 3-8 NAME, GENRES 1 NAME, SPORT 1-3 NAME, COMMON_CLASS 1
CONFIRM 2-3 NAME 1 NAME, SPORT 1 NAME, COMMON_CLASS 1

GIVE_OPINION 3-5 NAME, RATING 1 NAME, RATING, SPORT 1-3 NAME, RATING, COMMON_CLASS 1
RECOMMEND 2-3 NAME 1 NAME, SPORT 1-2 NAME, COMMON_CLASS 1

REQUEST 1-2 SPECIFIER 1 SPECIFIER 1 SPECIFIER 1
REQUEST_ATTRIBUTE 1 – 1 – 1 – 1

REQUEST_EXPLANATION 2-3 RATING 1 NAME, POPULARITY 1-2 POPULARITY 1
SUGGEST 2-3 NAME 1 NAME 1-2 NAME 1

VERIFY_ATTRIBUTE 3-4 NAME, RATING 1 NAME, RATING 1-2 NAME, POPULARITY 1

Table 2: Semantic Constraints on Dialogue Acts for VideoGames (ViGGO), Athletes and Wild Animals.

Figure 1: Experimental Architecture

able to produce different DAs is also illustrated by
the utterances for the Art domain in Table 3, which
demonstrate how the same MR can be realized
very differently depending on the DA. A range of
DAs allows a dialogue system to vary the dialogue
policy in interesting ways (Juraska et al., 2021).

Attributes and Values
(NAME [Andromeda Chained to the Rocks], CREATOR
[Rembrandt], GENRES [mythological painting, nude], IN-
CEPTION [1630])
confirm
Is the painting you’re talking about Andromeda Chained to
the Rocks by Rembrandt, a mythological nude piece from
1630?
recommend
I recall you enjoy mythological paintings and nudes, so have
you heard of Rembrandt’s Andromeda Chained to the
Rocks from 1630?
inform
Andromeda Chained to the Rocks, created by Rembrandt
in 1630, is a mythological painting featuring a nude figure.

Table 3: Sample dialogue acts (DAs) in the Art domain
showing how the same attributes and values can be
realized as different DAs.

The initial step of our method involves specify-
ing semantic attribute constraints for each domain
and entity and DA types. NUM RELS in Table 2
is the number of relations that can be included in
a particular DA. As seen in Table 2, the CONFIRM

DA (Row 2) should only include 2–3 relations, or
it is difficult to understand, while the INFORM DA
typically has more slots than other DAs.

We also specify mandatory and optional rela-

tions for each DA and entity type. MANDATORY

RELS in Table 2 specifies relations that must be in-
cluded for each DA type. The GIVE_OPINION DA
(Row 3) requires an ordinal attribute similar to RAT-
ING in order to orient the polarity of the opinion.
For domains such as Athletes and Animals, that do
not have directly such an attribute, so the number of
Wikipedia page views is used to create an ordinal
and equivalent POPULARITY attribute, with values
ranging from LOW to HIGH. Potential values for
the SPECIFIER attribute needed by the REQUEST

DA must be provided for each entity type, e.g. the
specifier CATCHY used in the REQUEST DA in the
conversation in Table 1. The ViGGO columns in
Table 2 show the mandatory relations that were
based on ViGGO’s 14 video game attributes. Each
DA also has optional relations that define the at-
tributes that can be added to the mandatory ones
when creating the MRs. They are shown for each
entity type and domain in the corpus GitHub.2

For each domain, there are two or more entity
types, e.g. the entity types for Movies are Actor
and Movie; for Music they are Song, Album and
Musician; for Sports they are Athlete and Team;
and for Animals they are Wild Animals, Cats and
Dogs. Each domain’s specific slots are provided on
GitHub with the corpus description. For the entity
types that are media, like Movies, Songs or TV
Shows, the constraints are identical to those shown
for ViGGO in Table 2.

However, other domains require different seman-
tic constraints as illustrated in the Athletes and
Wild Animals columns of Table 2, e.g. for Athletes,
the attribute of genre doesn’t apply, but the sport
that the Athlete plays serves a similar function.
Similarly, Animals doesn’t have a genre, but com-
mon_classes of animal, such as reptile, fish or mam-
mal, are needed to specify the general type of the
animal. For human entity types such as Actors, Mu-
sicians and Athletes the REQUEST_EXPLANATION

DA (Row 7 of Table 2) must include the name

2https://github.com/aramir62/Wiki-Dialogue

https://github.com/aramir62/Wiki-Dialogue
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slot: see the example conversation in Table 1. In
addition, for both Athletes and Animals, the CON-
FIRM (Row 2), GIVE OPINION (Row 3), and REC-
OMMEND (Row 4) DAs require that the sport be
mentioned for the athlete, and the common_class
mentioned for the animal.

3.2 Generating KG Triples from WikiData

After specifying the DA attributes, we generate
KG triples adhering to DA constraints using Wiki-
Data queries for Art, Movies, Music, TV Shows,
Boardgames, and Sports. WikiData offers detailed
knowledge across many domains and shares canon-
ical IDs with Wikipedia. To test generalization,
we used API Ninjas3 to create MRs for the Ani-
mal domain. For all entity types for each domain,
we selected 60 entities: 30 popular and 30 lesser-
known, based on Wikipedia page visits in the past
6 months. These entities become the starting nodes
for all paths, and for multi-hop data, both incoming
and outgoing relations are included.

Figure 2: Subgraphs of Wikidata for the Recommend
Dialogue Act and Suggest Dialogue Act in the music
conversation in Table 1

For multi-hop paths, there are constraints on the
maximum number of hops for each DA. This is nec-
essary since some DAs such as CONFIRM should
not realize multiple relations between entities, so it
is constrained to being 1-hop. For other DAs, we
performed a qualitative analysis that showed that
hops larger than 3 often cause the model to fail to

3https://api-ninjas.com/api/animals

properly realize either the values or the relations.
We thus restrict the number of hops to 3. Figure 2
shows two subgraphs of WikiData that correspond
to 3-hops (paths of length 3). A 3-hop path derived
from the second subgraph is below:

[Never Gonna Give You Up] - genre → [Pop]
- genre ← [All I See] - performer → [Kylie
Minogue]

Before using this path as the MR for a prompt to
an LLM, we convert it to a more text-like represen-
tation, namely the representation shown in the 6th
Row of Table 1 for the SUGGEST DA.

We then utilize the MR generation package from
ViGGO4 to generate the MRs. The mandatory re-
lations are used first, and then optional relations
are randomly sampled to vary the total number of
relations in the MRs. In total we create ∼71K MRs
across the 7 domains, as summarized in the bottom
row (Total) of Table 8.

3.3 Prompt Creation and LLM Selection

Domain Dialogue
Act

Example

Movies give_opinion description of give_opinion: An expression of opin-
ion along with its justification. The response may
consist of 1 or 2 sentences, but it must contain both
an opinion and its justification. The justification
will also be based on the given attributes. No extra
information should be added in Data to Text for
give_opinion>:
Data: Apollo 13 review score excellent. Apollo 13
producer Brian Grazer. Apollo 13 domain movies.
Data to Text for give_opinion: I think Apollo 13
is an excellent movie. Brian Grazer is a great pro-
ducer and he did an outstanding job with this one.

Music recommend description of recommend: A question asking if
your friend is familiar with a song you would rec-
ommend. In the response, bring up the given song
(in a recommending way) because it has certain
attributes that were discussed earlier in the conver-
sation. Make sure you ask about the song, not the
attributes. No extra information should be added
in Data to Text for recommend:
Data: Littlest Things part of Alright, Still. Alfie
part of Alright, Still.
Data to Text for recommend: Have you heard the
album Alright, Still? It has two great tracks, Lit-
tlest Things and Alfie.

Table 4: Example of the Definitional Prompt for Give-
Opinion and Recommend for Movies and Music.

Recent work on data-to-text NLG suggests that
even though LLMs will have rarely, if at all, seen
examples of data-to-text NLG in their training data
(Brown et al., 2020; Raffel et al., 2020; Devlin
et al., 2019), many LLMs do well on NLG for
dialogue (Soltan et al., 2022; Ramirez et al., 2023).
However, since we are transferring the DAs from
the ViGGO corpus onto new domains, we start off
with only ViGGO examples in the prompts. We

4https://github.com/jjuraska/slug2slug

https://api-ninjas.com/api/animals
https://github.com/jjuraska/slug2slug
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piloted several prompt styles, and decided to use
a Definitional prompt format (Gupta et al., 2022;
Rastogi et al., 2020; Ramirez et al., 2023). Table 4
provides an example of a DA representation, used
with a Definitional prompt, for two DAs across two
domains. The section of the prompt labelled “Data”
is a conversion of the KG path as described above.

After piloting our approach with ChatGPT-4, Vi-
cuna 13B and GPT-3.5, we selected GPT-3.5 as the
best performing LLM. For the model configuration,
we employed gpt-3.5-turbo with a top-p value of 1,
temperature set to 0.7, and a newline token as the
stop token, following Ramirez et al. (2023). Then
for all 71K MRs, we overgenerate 10 outputs, and
then automatically rank them.

3.4 Overgenerate-and-Rank

To create a high-quality data set, we use an
overgenerate-and-rank method. The basis for us-
ing ranking is a direct translation of the probability
of a generated output y, conditioned on a DA d,
and an MR a, as in Equation 1. This requires a
ranking function that selects outputs that maximize
DA accuracy, semantic accuracy, and fluency by
assigning a score to each utterance.

p(y|d, a) = p(d|y, a) ∗ p(a|y) ∗ p(y) (1)

The term p(d|y, a) requires a highly accurate DA
classifier to use in automatic ranking. We utilize the
ViGGO DA classifier, which achieves an average
F1 over .97 for the ViGGO DAs.5

In order to estimate p(a|y), semantic accuracy,
at generation time in a domain-independent way,
we use Beyond-BLEU (BBLEU) (Wieting et al.,
2019), which was shown to perform better than
other off-the-shelf measures of semantic accuracy
such as BLEU, BERTScore and BLEURT (Pap-
ineni et al., 2002; Sellam et al., 2020; Zhang et al.,
2019). Since these metrics require comparisons
with reference utterances, which are not available
at generation time, we define a referenceless ver-
sion based on pseudo-references, Spseudo, created
from the input DAs (Juraska, 2022). For any set of
KG triples, we create its Spseudo by converting each
triple to a simple sentence Ent1 relation Ent2, and
then concatenating all the triples together. Because
pseudo-references are available at generation time,
we can use pseudo-Beyond-BLEU (pBBLEU) for
ranking.

5https://github.com/aramir62/da-nlg

The term p(y) requires an estimate of fluency. In
general, NLG outputs from very large LLMs do not
suffer from problems of fluency, but recent work
suggests that the probability P(S) of a generated
output S according to an LLM is a good automatic
measure of fluency (Kann et al., 2018; Suzgun et al.,
2022). We thus adopt P(S) to measure fluency, and
use GPT-2 to calculate P(S).

RFDA: DAC | pBBLEU | P(S)

Table 5: Ranking function. DAC = probability of the cor-
rect DA using a classifier. pBBLEU = pseudo-Beyond-
BLEU to measure semantic accuracy. P(S) = LM prob-
ability to measure fluency. The | indicates stepwise
evaluation.

For ranking, we adopt the ranking function RFDA
in Table 5. Ramirez et al. compared this ranking
function with a ranking function that simply mul-
tiplies all the terms as in Equation 1. RFDA filters
first for DA correctness, and then for semantic ac-
curacy, reflecting the importance of DA correct-
ness. Interestingly, Ramirez et al. showed that the
RFDA ranking function also increased semantic
accuracy, in addition to increasing DA accuracy.

3.5 Self Training

Figure 3: Self-Training Setup for In domain Prompts

One of the challenges with transferring the DA
types to new domains is that we have no training
data or prompt samples. We investigate a novel ap-
proach that uses ViGGO examples in the prompts
followed by a round of self-training with silver-
generated data. Figure 3 shows the self-training
loop in more detail. We start with prompt gen-
eration using out of domain, ViGGO examples,
then use an LLM to overgenerate examples using
these prompts, and rank the outputs. We then select
in-domain prompt examples from the top ranked

https://github.com/aramir62/da-nlg
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outputs for self-training. We show in Section 4 that
self-training yields a significant improvement in
the quality of the Wiki-Dialogue corpus.

The selection of the 10 examples for the in-
domain prompts for each DA intent and domain is
done manually. We select them following specific
criteria in order to provide the LLM a wider knowl-
edge of each DA intents’ realizations. For example,
all the attributes of each DA intent are included in
the prompt examples in a similar proportion. We
also include examples with the different possible
number of relations of each DA intent (Table 2).
Finally, for scalar attributes with a reduced number
of values like RATING, we ensure that all the values
are present in a similar proportion.

Interestingly, this two-round self-training pro-
cess worked successfully for every domain except
for Animals, where we received error messages
from the LLM complaining about being given data
in the wrong domain when using the ViGGO ex-
amples. So for Animals, we constructed the 10
in-domain examples for the prompt of each DA
intent by hand from a sample of MRs.

4 Results and Corpus Quality Evaluation

The Wiki-Dialogue corpus includes more than 71K
utterances (∼50K for one-hop and ∼21K for multi-
hop). Table 8 presents a summary of the result-
ing corpus. Below, we show the benefits of our
self-training and overgenerate-and-rank methods
in Tables 6 and 7, respectively. We also carry out a
comparison with other KG corpora (Table 9) and a
human evaluation (Table 10).

4.1 With and Without Self-Training

Domain BBLEU DAC
N ST N ST

Art 0.84 0.85 1.00 0.99
Music 0.81 0.82 0.98 0.97
Movies 0.77 0.78 0.96 0.97
Sports 0.84 0.86 0.99 0.97
TV 0.75 0.82 0.98 0.98
Boardgames 0.77 0.80 0.94 0.99

Table 6: No self-training = N (Out of Domain Prompts).
After self-training = ST (In Domain Prompts). DAC
is the DA accuracy using DA classifier. BBLEU is the
Beyond BLEU score. Bolded text indicates a significant
result (paired t-test, p < 0.05)

Table 6 compares the performance of generating
outputs with the self-trained domain-specific exam-
ples and using ViGGO prompt examples for all the
domains except animals (due to its problems with
the generation with the ViGGO prompt examples).

We compare them using two metrics: BBLEU (Wi-
eting et al., 2019), and DAC. After self-training
(ST), the BBLEU scores show a significant im-
provement (paired t-test, p < 0.05), except for the
Music domain. Overall for DAC, self-training im-
proves some domains but not others. However, the
DAC is consistently high across all domains, with
values ranging from 0.97 to 0.99 after self-training.

4.2 Before and After Overgenerate-and-Rank

Domain BBLEU DAC
B A B A

Art 0.80 0.85 0.91 0.99
Music 0.78 0.82 0.88 0.97
Movies 0.72 0.78 0.99 0.95
Sports 0.82 0.86 0.87 0.97
TV 0.68 0.82 0.89 0.98
Animals 0.61 0.75 0.86 0.90
Boardgames 0.78 0.80 0.72 0.99

Table 7: Before (B) and After (A) Overgenerate-and-
Rank. DAC is the DA accuracy of the DA classifier
using self-training examples. BBLEU is the Beyond
BLEU score. Bolded text indicates a significant result
(paired t-test p < 0.05).

Table 7 compares performance before and after
applying the overgenerate-and-rank method. The
results show that the method consistently improves
the performance across all domains, e.g. in the
Music domain, the BBLEU score increases from
0.78 to 0.82, and the DAC improves remarkably
from 0.88 to 0.97, while in Sports, the BBLEU
score increases from 0.82 to 0.86 and the DAC from
0.87 to 0.97 (paired t-test, p<0.05). We see similar
results for the rest of the domains. One reason
for an increase in the BBLEU scores is that the
overgenerate-and-rank method produces a diverse
number of outputs, which increases the chances
of a candidate output capturing all the attributes
from an MR, while outputs that perform worse are
dropped after ranking.

4.3 Automatic Evaluation

Table 8 presents a summary of the Wiki-Dialogue
corpus, with results for each domain (and also the
total) split into one-hop and multi-hop generation.
The results for all the domains for BBLEU (>0.75)
and DAC (>0.92) are very good.

Table 8 also reports four more automatic met-
rics: vocabulary size, Canary% (Kim et al., 2022),
MLTD (McCarthy and Jarvis, 2010) and Flesch-
Kincaid (Kincaid et al., 1975). The vocabulary
size is a common metric reported for NLG engines,
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Domain Counts BBLEU DAC Vocab Size Canary% MTLD Flesch-Kincaid
One Multi One Multi One Multi One Multi One Multi One Multi One Multi

Art 6297 - 0.85 - 0.99 - 1953 - 0.11 - 56.15 - 9.16 -
Music 5342 3000 0.81 0.86 0.98 0.94 2047 2573 0.00 0.07 40.72 76.56 6.67 8.09
Sports 3473 3000 0.84 0.88 0.99 0.95 3025 3321 0.00 0.00 47.50 67.06 7.56 8.36
TV 7030 5956 0.80 0.85 0.97 1.00 2847 4640 0.00 0.02 45.99 38.10 8.07 9.07
Movies 7083 8295 0.78 0.78 0.97 0.99 3721 4053 0.00 0.00 48.68 36.40 7.37 7.02
Animals 19092 - 0.75 - 0.92 - 4248 - 0.74 - 45.91 - 7.31 -
Boardgames 1500 1500 0.75 0.85 1.00 0.99 504 913 0.40 0.00 54.89 77.23 6.64 7.10
TOTAL 49817 21751 0.78 0.83 0.96 0.98 12985 11051 0.31 0.01 47.36 45.43 7.60 7.94

Table 8: Automatic Evaluation Metrics. Counts are the number of unique MRs. DAC is the DA accuracy using
a DA classifier. BBLEU is the Beyond BLEU score. Vocab size defines the number of unique tokens. Canary%
is the percentage of sentences considered unsafe by the Canary model. MLTD is a measure of lexical richness.
Flesch-Kincaid is a metric of readability. The data is split into one-hop (One) vs. multi-hop (Multi).

especially since neural training methods tend to
reduce the size of the vocabulary from the original
corpus (Juraska, 2022). The Vocab Size column
shows that both one and multi-hop utterances use a
large vocabulary.

The Canary% column is based on the use of the
Canary model to analyze which utterances could
be problematic in terms of ethical issues, rudeness,
toxicity or bias, inspired by work on SODA (Kim
et al., 2023). While Kim et al. filtered 5% of the
SODA outputs based on Canary, we found that less
than the 0.3% of the utterances are considered ethi-
cally inappropriate by the model. We did not filter
these utterances because a manual check showed
that Canary is very sensitive to certain entities, but
the utterances are not actually ethically dangerous.

The MLTD and Flesch-Kincaid metrics estimate
the lexical richness and readability of the corpus.
For both metrics, the results for the Wiki-Dialogue
corpus show no large differences across domains
for one-hop and multi-hop. The Flesch-Kincaid
values show that the Wiki-Dialogue outputs can be
understood by the average American, so they are
appropriate for a dialogue.

Table 9 shows a comparison of Wiki-Dialogue
with other corpora based on KGs, namely WebNLG
which is based on DBPedia and OpenDialKG,
which is based on FreeBase (Han and Gardent,
2023; Moon et al., 2019). Wiki-Dialogue is larger
than WebNLG but smaller than OpenDialKG (col-
umn N), even though WebNLG covers more do-
mains, and OpenDialKG covers fewer domains.
Wiki-Dialogue uses nine different DAs (column
DAs), while WebNLG only has the INFORM DA,
and OpenDialKG is not labelled for DAs. Wiki-
Dialogue covers 7 domains (column Dom), while
WebNLG covers 19 domains, and OpenDialKG
covers 4 domains. The Music, Sports, and Movies
domains are represented in all three datasets. This

suggests that future work could possibly benefit
from using a combination of these corpora.

Corpus Wiki-Dial WebNLG OpenDialKG
N 71568 47915 91829

DAs 9 1 ?
Dom 7 19 4

Can% 0.22 0.15 0.03
Vocab 18359 6646 20574
MLTD 46.75 27.27 66.23

FK 7.69 8.93 3.71

Table 9: Comparison of Wiki-Dialogue with other cor-
pora based on a Knowledge-Graph. N is the number of
unique MRs. DAs is the number of Dialogue Act types.
Dom is the number of domains. FK is Flesch-Kincaid.

The Can% column shows that all of the cor-
pora are very safe (Kim et al., 2022), perhaps be-
cause they are all knowledge grounded. The Vo-
cab and MLTD columns show that Wiki-Dialogue
has a larger vocabulary and is more lexically di-
verse than WebNLG despite the fact that WebNLG
covers more domains. Compared to OpenDialKG,
Wiki-Dialogue has lower lexical diversity (column
MLTD), which may be due to the fact that OpenDi-
alKG is human-human. Both Wiki-Dialogue and
WebNLG have a higher Flesch-Kincaid (column
FK) reading level than OpenDialKG, probably be-
cause OpenDialKG restricts MRs to 1 and 2 hops,
making utterances shorter on average.

4.4 Human Evaluation
Table 11 and Table 12 in the Appendix provide
example realizations of every DA for all 7 domains.
These examples show that the quality of the corpus
is high: the realizations are natural and the DAs are
correctly realized with high accuracy.

For human evaluation, we selected 100 examples
from each domain for both one-hop and multi-hop
yielding 1200 examples with 700 one-hop exam-
ples and 500 multi-hop examples. Five expert anno-
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Domain ↓ HAL ↑ PERF ↑ DAC ↑ SAC
One Multi One Multi One Multi One Multi

Art 0.01 - 0.98 - 1.00 - 0.98 -
Animals 0.11 - 0.82 - 0.89 - 0.93 -
BoardGames 0.00 0.18 0.97 0.76 1.00 0.81 0.97 0.95
Movies 0.01 0.06 0.91 0.82 0.98 0.82 0.94 1.00
Music 0.01 0.18 0.97 0.89 1.00 1.00 0.97 0.89
Sports 0.02 0.09 0.97 0.95 1.00 1.00 0.97 0.95
TV 0.00 0.10 0.93 0.73 0.98 0.80 0.95 0.92
TOTAL 0.02 0.10 0.94 0.83 0.98 0.89 0.96 0.94

Table 10: Human annotation results for HAL (Hallu-
cinations), DAC (DA accuracy), and SAC (Semantic
Accuracy). PERF (Perfect Semantic and DA accuracy)
is calculated based on DAC and SAC.

tators were given a manual for DAs, and provided
examples of hallucinations and utterances that were
both perfect and not perfect. Each set of utterances
were annotated for hallucinations (HAL), DA ac-
curacy (DAC), and semantic accuracy (SAC). The
100 example-set for each domain and hop type was
annotated by one annotator, and then 30 of these
were re-annotated by a second expert to estimate
inter-annotator agreement using Cohen’s Kappa.
The average DAC Kappa is 0.94, and the SAC
Kappa is 0.89 showing a very high level of agree-
ment between the annotators.

We then calculated the percentage of utterances
that had both perfect DAC and SAC (PERF). The
results are in Table 10. Overall, Table 10 shows
that the quality of the Wiki-Dialogue corpus is high,
with perfect outputs that correctly realize both the
specified DA and the set of KG triples in the MR
ranging from 73% for TV multi-hop to 98% for
Art, with an overall average over both hop types
of 89% PERFECT outputs. We see that one-hop
datasets have fewer hallucinations, better DA ac-
curacy and more perfect utterances. While some
values for hallucinations seem high, e.g. 18% for
Music multi-hop, these values compare favorably
to crowdsourced corpora such as MultiWOZ or
E2E, as discussed in Section 2.

5 Conclusion and Future Work

This paper describes and provides a novel 71K
utterance corpus called Wiki-Dialogue, covering 9
DAs and 7 KG based domains that are useful for
both social conversation and task-oriented dialogue.
The corpus includes both one and multi-hop sets of
KG triples, and the MRs vary from a single triple
for some REQUEST dialogue acts up to 8 triples for
INFORM DAs.

Our novel method involves a self-training step
to create prompt examples for novel domains, fol-

lowed by an overgenerate-and-rank step, and we
show that these two steps combined drastically im-
prove the quality of the corpus. We assess the
quality of the corpus with both automatic and hu-
man evaluation and find that the quality is high.
We hand annotate for hallucinations and semantic
errors and find their frequency to be lower than
reported values for crowdsourced corpora such as
E2E and MultiWOZ (Dušek et al., 2019, 2020;
Qian et al., 2021). We also check the corpus for
safety using Canary and find that only 0.22% of the
utterances are flagged as needs_intervention, while
a manual inspection of these suggests that there are
no safety issues with them.

In a comparison with similar corpora such
as WebNLG and OpenDialKG, we observe that
although WebNLG cover more domains Wiki-
Dialogue is lexically richer and has a larger vo-
cabulary. While WebNLG has only INFORM DAs,
Wiki-Dialogue covers 9 DAs, providing a com-
plementary and unique resource to the dialogue
community.

Future work should explore how the Wiki-
Dialogue corpus can be used to train an NLG for
dialogue. In preliminary experiments, a subset of
Wiki-Dialogue was used to fine-tune a 3B multi-
domain NLG engine, which was tested in Athena,
a real-time Amazon Alexa Prize system, with hu-
man users of Amazon “Let’s Chat” (Yue Fan and
Wang, 2023). The deployment used a cross-domain
universal dialogue policy based on the nine Wiki-
Dialogue DAs. An example of this policy is shown
in the music conversation in Figure 1.
Ethical Considerations. There are several poten-
tial risks with such an NLG. LLMs introduce the
possibility of disinformation, often called halluci-
nations, whose control is an active area of research.
One of the challenges is that it is very difficult to
automatically identify them. Here we experiment
with ranking functions for better control of halluci-
nations, hand-label hallucinations and characterize
them. Another potential risk is that some of the
DAs, like recommend and suggest, could be used in
an application to persuade a user to buy something.
Acknowledgments. This work has been partially
funded by Spanish MCIU by the BEWORD project
(grant number PID2021-126061OB-C42) and by
the Basque Government under grant PRE 2020 1
0274.
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A Appendix

domain MR text
verify_attribute

sports Venus Williams rating okay. Venus Williams start time 1994.
Venus Williams domain athelete.

You said you think Venus Williams is okay. Do you think she
is an average athlete compared to other players who started
in 1994?

movies Avengers: Endgame review score good. Avengers: Endgame
cast member Robert Redford, Taika Waititi. Avengers:
Endgame domain movies.

I remember you thought Avengers: Endgame was good. Do
you usually enjoy movies with Robert Redford and Taika
Waititi?

music Kings Of The Wild Frontier Good. Kings Of The Wild
Frontier

I know you like Kings of the Wild Frontier. Do you like
other songs from the Kings of the Wild Frontier album?

tv The Crown review score average. The Crown genre bio-
graphical film, drama television series. The Crown domain
tv.

I know you said The Crown had an average review score.
Do you feel the same way about other biographical films and
drama television series?

art Raphael rating excellent. Raphael genres portrait, portrait
painting. Raphael movements Italian Renaissance, High
Renaissance.

You rated the portrait painting by Raphael as excellent.
Would you say you generally have a strong liking for Italian
Renaissance and High Renaissance portrait paintings?

animals Carolina Dog good with other dogs friendly to other dogs.
Carolina Dog good with children kid-friendly. Carolina Dog
domain animals.

I know you said that Carolina Dogs are friendly to other dogs
and kid-friendly. Are you generally interested in animals
that are friendly to other dogs and kid-friendly?

board
games

A Game of Thrones average rating good. A Game of Thrones
genre fantasy. A Game of Thrones domain board game.

You said A Game of Thrones was good. Do you usually like
fantasy board games?

recommend
sports Jake Paul sport boxing. Jake Paul height 1.83. Jake Paul

domain athelete.
Have you heard of Jake Paul? He’s a professional boxer who
stands at 1.83 meters tall.

movies Elvis review score good. Elvis producer Gail Berman,
Catherine Martin, Baz Luhrmann. Elvis domain movies.

Have you seen Elvis, produced by Gail Berman, Catherine
Martin, and Baz Luhrmann? It has a good review score.

music Money For Nothing Rock Music Littlest Things Mark Ron-
son

Have you heard of the rock song Money for Nothing pro-
duced by Mark Ronson?

tv Peaky Blinders review score good. Peaky Blinders creator
David Caffrey. Peaky Blinders domain tv.

Have you seen Peaky Blinders from David Caffrey? It’s got
a really good review score.

art The Haywain Triptych creator Hieronymus Bosch. The
Haywain Triptych location Museo del Prado.

Have you seen The Haywain Triptych by Hieronymus Bosch
at the Museo del Prado?

animals Staffordshire Bull Terrier trainability very easy to train.
Staffordshire Bull Terrier domain animals.

I think you’d really be interested in the Staffordshire Bull
Terrier, which is very easy to train. Have you heard of it
before?

board
games

HeroQuest publisher Games Workshop. HeroQuest genre
fantasy. HeroQuest domain board game.

Have you ever heard of HeroQuest, the fantasy board game
from Games Workshop?

give_opinion
sports Ronaldo sport association football. Ronaldo rating good.

Ronaldo domain athelete.
I think Ronaldo is a great footballer. He has consistently put
in strong performances for his teams and is known for his
skill and passion for the game.

movies Scooby-Doo review score average. Scooby-Doo director
Raja Gosnell. Scooby-Doo MPA film rating PG. Scooby-
Doo domain movies.

Scooby-Doo is an average movie, but I think it’s worth
watching for the great direction of Raja Gosnell and the PG
rating.

music Y.M.C.A. rating excellent. Y.M.C.A. producer Jacques
Morali. Y.M.C.A. record label Casablanca Records.
Y.M.C.A. domain songs.

Y.M.C.A. by the Village People, produced by Jacques Morali
and released by Casablanca Records, is an excellent song.

tv Gunpowder review score average. Gunpowder screenwriter
Ronan Bennett. Gunpowder domain tv.

Gunpowder was an average show, but I appreciate the work
of the screenwriter, Ronan Bennett, for making the story
interesting.

art Henri de Toulouse-Lautrec rating good. Henri de Toulouse-
Lautrec genres animal painting, portrait.

I think Henri de Toulouse-Lautrec is a good painting. The
combination of animal painting and portraiture in this piece
is quite engaging.

animals Fin Whale popularity very popular. Fin Whale weight
1,800kg - 70,000kg 4,000lbs - 150,000lbs. Fin Whale do-
main animals.

I’m really impressed by the Fin Whale with its huge weight
range of 1,800kg - 70,000kg (4,000lbs - 150,000lbs).

board
games

Twilight Struggle average rating excellent. Twilight Struggle
maximum number of players 2. Twilight Struggle domain
board game.

I highly recommend Twilight Struggle. It’s an excellent
board game with a maximum number of players of 2, making
it perfect for a competitive game night.

request_attribute
sports athletes sports teams. What sports team does your favorite athlete play for?
movies movies review score None. movies domain movies. What rating would you give to movies that you have watched

recently?
music songs performer. Who is your go-to artist for music?
tv show screenwriter None. show domain tv. What is your favorite TV show and its screenwriter?
art paintings genres. What types of painting genres resonate with you the most?
animals animal good with other dogs. animal domain animals. Is your favorite animal good with other dogs?
board
games

board game genre. board game domain board game. What board game genre do you find the most enjoyable?

Table 11: Examples of transferred DAs for ver-
ify_attribute, recommend, give_opinion, and re-
quest_attribute to all 7 domains.
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domain MR text
suggest

sports Wilt Chamberlain Nba Most Valuable Player Award, Nba
All-Star Game Kobe Bryant Most Valuable Player Award

Have you ever heard of Wilt Chamberlain, who won the
NBA Most Valuable Player Award and the NBA All-Star
Game Kobe Bryant Most Valuable Player Award?

movies Ant-Man and the Wasp cast member Dax Griffin, Hannah
John-Kamen. Ant-Man and the Wasp publication date 2018.
Ant-Man and the Wasp domain movies.

Did you ever watch Ant-Man and the Wasp, starring Dax
Griffin and Hannah John-Kamen, which was released in
2018?

music Waka Waka performer Freshlyground, Shakira. Waka Waka
domain songs.

Do you like the music of Shakira and Freshlyground, like
Waka Waka?

tv Breaking Bad character Tuco Salamanca, Mike Ehrmantraut.
Breaking Bad domain tv.

Do you know any characters from Breaking Bad, such as
Tuco Salamanca and Mike Ehrmantraut?

art The Bridge at Narni creator Jean-Baptiste Camille Corot.
The Bridge at Narni genres landscape art.

Have you explored landscape art, such as The Bridge at
Narni by Jean-Baptiste Camille Corot?

animals Pygora Goat weight 75-95 lbs. for males, 64-75 lbs. for
females.. Pygora Goat lifespan 12-15 years. Pygora Goat
domain animals.

Have you heard about the Pygora Goat? It typically weighs
75-95 lbs. for males and 64-75 lbs. for females, and has a
lifespan of 12-15 years.

board
games

Enchanted Forest maximum number of players 6. Enchanted
Forest instance of board game. Enchanted Forest domain
board game.

Have you ever played a board game for up to 6 players, like
Enchanted Forest?

request
sports athletes specifier boring. Who do you think is the most boring athlete to watch?
movies movies specifier realistic. movies director Cary Joji Fuku-

naga. movies domain movies.
Have you seen any realistic movies directed by Cary Joji
Fukunaga?

music songs specifier beautiful. What’s the most beautiful song you can think of?"
tv show specifier overrated. show screenwriter Arif Aliyev.

show domain tv.
Do you think any of Arif Aliyev’s TV shows are overrated?

art paintings specifier bizarre. paintings location Museo Na-
cional Centro de Arte Reina Sofía.

Can you think of a bizarre painting from the Museo Nacional
Centro de Arte Reina Sofía?

animals animals specifier cheerful. animals habitat Tropical bush-
land, grassland and savannas.

Do you know of any cheerful animals that live in Tropical
bushland, grassland and savannas?

board
games

board game specifier frustrating. board game maximum
number of players 5. board game domain board game.

What’s the most frustrating board game you can play with
up to 5 players?

request_explanation
sports athletes rating good. athletes team positions center. What is it about athletes who play the center position that

you find so good?
movies movies review score good. movies screenwriter Steven

Knight. movies domain movies.
What do you think makes the movies written by Steven
Knight so good?

music songs rating good. songs from album Katharine McPhee. What do you like about the songs from Katharine McPhee’s
album that make them good?

tv show review score average. show awards received None.
show creator Jonathan Frakes, Hanelle Culpepper. show
domain tv.

Given the average review score and lack of awards, what do
you think Jonathan Frakes and Hanelle Culpepper did right
in their TV shows?

art painters rating good. painters movements Impressionism,
post-impressionism.

What is it about Impressionism and post-impressionism
paintings that you find so good?

animals animal coat length short coat. animal protectiveness very
alert. animal name Airedale Terrier. animal good with other
dogs friendly to other dogs. animal domain animals.

What do you like about the Airedale Terrier that has a short
coat, is very alert, and is friendly to other dogs?

board
games

board game genre science fiction. board game average rating
excellent. board game domain board game.

What makes science fiction board games your favorite type
of game?

confirm
sports Dwayne Johnson sport professional wrestling. Dwayne John-

son sports teams Calgary Stampeders, Miami Hurricanes
football. Dwayne Johnson domain athletes.

Are you talking about Dwayne Johnson, the professional
wrestler who previously played for the Calgary Stampeders
and the Miami Hurricanes football team?

movies Thor: Love and Thunder cast member Jacob Yee, Gemma
Dart. Thor: Love and Thunder domain movies.

Are you referring to the movie Thor: Love and Thunder,
starring Jacob Yee and Gemma Dart?

music Break My Soul genres house music. Break My Soul domain
songs.

Are you referring to the house music song Break My Soul?

tv Obi-Wan Kenobi character Darth Vader, Obi-Wan Kenobi.
Obi-Wan Kenobi screenwriter Hossein Amini. Obi-Wan
Kenobi domain tv.

Are you referring to the Obi-Wan Kenobi TV show, writ-
ten by Hossein Amini, featuring Darth Vader and Obi-Wan
Kenobi?

art The Wayfarer creator Hieronymus Bosch. The Wayfarer gen-
res genre art. The Wayfarer movements Early Netherlandish
painting.

Are you referring to The Wayfarer, the Early Netherlandish
genre art painting by Hieronymus Bosch?

animals Carolina Parakeet common class Bird. Carolina Parakeet
predators Birds of prey, raccoons, skunks, squirrels, and
snakes. Carolina Parakeet domain animals.

Do you mean the Bird known as the Carolina Parakeet, which
is preyed upon by Birds of prey, raccoons, skunks, squirrels,
and snakes?

board
games

Monopoly publisher Hasbro. Monopoly country of origin
United States of America. Monopoly domain board game.

Are you talking about the Hasbro board game Monopoly,
from the United States of America?

inform
sports Magic Johnson sport basketball. Magic Johnson stats leader

1992 NBA All-Star Game. Magic Johnson domain athletes.
Magic Johnson is a basketball athlete who was the leading
stats leader for the 1992 NBA All-Star Game.

movies Captain Phillips 2013 ’Film Based On Books’, ’Survival
Film’ ’Faysal Ahmed As Nour Najee’ Excellent ’Louis Ma-
honey’, ’Catherine Keener’

Captain Phillips is a 2013 survival film based on books,
starring Faysal Ahmed as Nour Najee, Louis Mahoney, and
Catherine Keener. It has an excellent review score.

music As It Was record label Columbia Records. Mireille Mathieu
record label Columbia Records. Mireille Mathieu genre pop
music. As It Was genre synth-pop. As It Was performer
Harry Styles.

Harry Styles’ As It Was is a synth-pop album released on
Columbia Records. Mireille Mathieu’s record label is also
Columbia Records and her genre is pop music. (3 hop)

tv Peaky Blinders genre drama television series, costume
drama. Peaky Blinders creator David Caffrey. Peaky Blin-
ders screenwriter Steven Knight. Peaky Blinders review
score good. Peaky Blinders character Arthur Shelby, Jessie
Eden. Peaky Blinders domain tv.

Peaky Blinders is a good costume drama television series
created by David Caffrey and written by Steven Knight. It
stars Arthur Shelby and Jessie Eden.

art The Coronation of Napoleon creator Jacques-Louis David.
The Coronation of Napoleon materials canvas, oil paint. The
Coronation of Napoleon genres history painting.

The Coronation of Napoleon, a history painting by Jacques-
Louis David, is made of oil paint on canvas.

animals Australian Stumpy Tail Cattle Dog shedding average shed-
ding. Australian Stumpy Tail Cattle Dog domain animals.

The Australian Stumpy Tail Cattle Dog has average shed-
ding.

board
games

Enchanted Forest genre fantasy. Enchanted Forest maximum
number of players 6. Enchanted Forest domain board game.

Enchanted Forest is a fantasy board game for up to 6 players.

Table 12: Examples of transferred DAs for suggest, request, request_explanation, confirm and inform to all 7
domains
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