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Abstract

This paper presents a transcription and annotation scheme introduced specifically for L1 and L2 continuous data of
Swiss German Sign Language, with potential applicability to other sign languages. The scheme includes a novel
way of annotating linguistic errors in L2 data, thereby contributing to a deeper understanding of sign language
learning. An initial validation approach is outlined, revealing challenges and underscoring the necessity for a more
comprehensive method for validating sign language (learner) data. The paper emphasizes the overarching goal of
achieving interoperability among sign language corpora and research groups, particularly in advancing sign language
data validation techniques.
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1. Introduction

Transcribing and annotating sign language data rep-
resents a significant bottleneck in the development
of sign language corpora, especially when aiming
for substantially sized, well-annotated datasets for
automated Sign Language Processing (SLP) tasks.
Many challenges in SLP arise not only due to a
scarcity of consistent and detailed annotations but
also due to the variation in annotation standards
and granularity across projects.

In sign language corpus creation, it is crucial
for annotation schemes and guidelines to adopt a
broader perspective, characterized as “holistic and
forward-thinking” by Hodge and Crasborn (2022).
In a “holistic” approach, both basic and detailed
annotations are combined from the beginning of
the annotation process. The former, comparable
to transcription (Konrad, 2011), includes segmen-
tation and tokenization, which involves identifying
manual actions, usually at the level of lexical units.
The latter enriches the transcription with a more
detailed level of annotation, such as non-manual
actions and potentially grammatical functions. A
more comprehensive approach such as this pro-
motes best practices and represents a step towards
standardization of signed language corpora.

This paper presents the development of an an-
notation scheme integrating basic and detailed
annotations, designed for multidisciplinary use in
sign language linguistics, automatic sign language
assessment, and SLP. The development of this
scheme was an integral part in constructing a
longitudinal corpus of Swiss German Sign Lan-

guage (Deutschschweizerische Gebärdensprache,
DSGS) second language (L2) learners, alongside
a corpus of native/early learners (L1) of DSGS.

We summarize the process of annotating sign
language (learner) data and present the annota-
tion scheme. Given that the data is continuous
signing that exceeds the level of individual signs,
our scheme primarily focuses on the annotation of
non-manual components that sometimes stretch
across multiple manual signs. Furthermore, we
address the annotation of L2 errors and suggest
the potential of our scheme for future annotation of
sign language (learner) data to enhance interoper-
ability of datasets and thus facilitate cross-linguistic
studies. Finally, we introduce an initial validation
approach and preliminary results, highlighting the
challenges encountered and the need for a com-
prehensive validation method for sign language
(learner) data.

Section 2 introduces previous work in the area
of sign language annotation, with a focus on inter-
annotator agreement in sign language data. Sec-
tion 3 summarizes our annotator process, while
Section 4 describes the annotation scheme in de-
tails. In Section 5, we outline an initial validation
approach on our annotated data.

2. Related Work

2.1. Annotations of Sign Language
(Learner) Data

Several attempts have been made to define stan-
dards and best practices in sign language data
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annotation (Nonhebel et al., 2004; Johnston, 2010;
Schembri and Crasborn, 2010; Cormier et al.,
2016). The selection of annotation scheme and
the specificity of its labels are frequently influ-
enced by the linguistic theories embraced by the re-
searchers and by their research questions (Hodge
and Crasborn, 2022). For instance, lexical fre-
quency and morphosyntactic analysis guide the an-
notation scheme for the Auslan Corpus (Australian
Sign Language) (Johnston, 2008), while phonetics
and phonology shape the scheme for the NGT Cor-
pus (Nederlandse Gebarentaal, Sign Language of
the Netherlands; Crasborn et al., 2006-2017).

Kopf et al. (2022) delineates commonalities and
differences between annotation conventions as
applied to several publicly accessible sign lan-
guage corpora. In the section dedicated to non-
manual components, the authors point out that
there are few studies describing the annotation
of non-manual activities. Among the most recent
works, Johnston (2019) provides detailed insights
into the considerations made to annotate the form
and the function of these components in Auslan,
while Wallin and Mesch (2018) describe how they
treated and annotated these activities in the corpus
of Swedish Sign Language (Svenskt teckenspråk,
STS).

Given the importance of these components at
the sentence and discourse levels, Gabarró-López
and Meurant (2014) explain how to use certain
non-manual components, including head nod or
movement, eye blink, and gaze, as criteria to fa-
cilitate sign language discourse segmentation in
French Belgian Sign Language (Langue des signes
de Belgique francophone, LSFB). Similarly, to de-
scribe the components’ function at the sentence
and discourse levels, Lackner (2019) illustrates
their annotation and their potential configurations
in Austrian Sign Language (Österreichische Gebär-
densprache, ÖGS).

However, none of the aforementioned studies
specifically address the annotation of manual and
non-manual components in sign language learner
data. Despite the increased interest in research fo-
cusing on sign second language acquisition (SSLA)
and the creation of datasets from non-native sign-
ers (L2 signers) (Schönström, 2021), management
and annotation of L2 data remains an understud-
ied area (Mesch and Schönström, 2018). This is
characterized by a lack of guidelines for annotating
errors or L2 linguistic structures. In addition to ba-
sic or detailed annotations similar to those applied
to L1 data, L2 data is typically enriched with annota-
tions that highlight deviations from canonical forms
or disfluencies, a common practice also employed
in the studies of spoken language learning (Gilquin
and De Cock, 2011).

For analyzing the Corpus in Swedish Sign Lan-

guage as a Second Language (SSLC-L2), Mesch
and Schönström (2018) proposed a method to an-
notate typical L2 structures, which includes con-
ventions for annotating phenomena specific to L2
languages. The authors build upon their previous
studies on annotations of non-manual components
and errors (Schönström and Mesch, 2014; Mesch
et al., 2016).

Until recently, research on SSLA has primarily fo-
cused on analyzing individual glosses and manual
errors (Rosen, 2004; Ortega and Morgan, 2015;
Ebling et al., 2021; Kurz et al., 2023). However,
there has been a growing interest in investigating
higher-level linguistic constructions, such as sen-
tences or discourse, highlighting the need for an-
notating non-manual components also for L2. For
example, Mesch and Schönström (2020) explored
the use of mouth actions in SSLC-L2, while Gu-
lamani et al. (2020) examined the adoption of dif-
ferent viewpoints in British Sign Language (BSL)
learners.

2.2. Inter-annotator Agreement in Sign
Language Data

None of the above-mentioned studies present an
approach for the validation of annotated data. Stud-
ies on sign languages either do not report on relia-
bility or provide only superficial ratings of inter-rater
agreement (Schembri and Crasborn, 2010). For
example, Hodge (2014) conducted a thorough ex-
amination of the annotation procedure, where addi-
tional annotators reviewed annotations of clause-
like expressions by way of re-analysis.

Calculating agreement on sign language data
annotations is a complex process that must con-
sider multiple variables, such as the diversity of
time spans and labels used.

In the context of annotations on behavioral stud-
ies, Andersson and Sandgren (2016) proposed a
method called temporally weighted overlap ratio, to
use with the ELAN annotation software (Wittenburg
et al., 2006), to calculate agreement between two
annotated events. Considering a certain time span,
the authors search for an event in two different an-
notation transcripts. If an event is found and has
the same label for Annotator A and Annotator B, an
agreement is calculated based on the time overlap
between the two events weighted by the maximum
length of the event. This approach can also be
applied to measure agreement between two events
in a given time span in sign language data.

3. Annotation Process

As mentioned in Section 1, we devised the anno-
tation process and scheme as part of constructing
a longitudinal corpus of continuous DSGS L2 pro-
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duction, in parallel with an L1 control corpus. In
total, 35 participants were recorded, resulting in
approximately 70 hours of recorded data.

The L1 control corpus comprises recordings of
ten deaf signers performing the same tasks as the
DSGS learners. Examples of tasks include picture
or video retelling. We enlisted deaf signers who
use DSGS as their primary language and acquired
the language at different ages (M=3.8, SD=6.1).
Among the 25 L2 participants, 14 were students of
a DSGS interpreter training program. We followed
these students throughout their language learning
journey by recording their language production four
times over an 18-month period.

Annotation is carried out by a team comprising
two L1 deaf expert annotators with extensive expe-
rience in teaching and researching sign language,
alongside two L1 deaf annotators-in-training, all of
whom are project members. The data is annotated
using the iLex software (Hanke and Storz, 2008),
allowing for the linkage of all sign tokens in the cor-
pus to their corresponding sign types in the lexicon
and propagating any changes to sign types across
all transcripts.

Figure 1 illustrates the data processing steps,
starting from raw data in the recording phase to
the subsequent data annotation rounds. Initially,
we pre-process the data and generate transcripts
that include selected tiers for both manual and non-
manual components, with task boundaries auto-
matically annotated based on recording software
timestamps.

The data then undergoes two main rounds of pro-
cessing. The first round involves segmenting tasks
into sentences and sign units, identifying manual
and non-manual components for both L1 and L2
data, and labeling the time span for each identi-
fied feature. In the second round, deviations from
the canonical form are identified and labeled in the
L2 data. Additional tiers are added to the L2 tran-
scripts to facilitate marking deviations for both man-
ual and non-manual components. A third round
involves cross-checking and validating annotated
data applying the four-eyes principle, where 20% of
annotated data are re-annotated by the two expert
annotators to calculate agreement. Annotations
by annotators-in-training undergo double-checking,
with corrections made as needed. Disagreements
between annotators are discussed with an expert
sign language linguist to understand the disagree-
ment factors and resolve differences.

Due to the comprehensive nature of the annota-
tion task and the corpus’s extensive volume, only
selected tasks of the first two data collection points
have been annotated thus far. On average, for both
L1 and L2 data, annotators require 30 minutes to
annotate a sentence containing six glosses.

Figure 2 displays a sample transcript in iLex for

an L2 learner production, showing annotations from
the first and second rounds.

4. Annotation Scheme

In developing the annotation scheme, we were
faced with the challenge of determining the granu-
larity of the annotation, which is dependent upon
the intended application of the corpus.

In our scheme, we aimed to strike a balance be-
tween basic and detailed annotation to accommo-
date an array of future analyses. We have defined
various labels for each feature or component and
organized these labels into macro categories to
establish a coarser annotation level. This coarser
level is expected to facilitate SLP tasks and statisti-
cal linguistic analyses.

Table 1 presents the main blocks of features cov-
ered by our annotation scheme, with each block cor-
responding to a set of tiers within an iLex transcript.
In the following sections, we provide detailed ex-
planations of the tiers included in each main block.

Video
Item / Task

Sentence
Manual components
Non-manual components
Errors
Additional information

Comments

Table 1: Main blocks of tiers in the transcription
and annotation scheme.

4.1. Task Level
The initial segmentation of the video stream in-
volves automatically annotating the task starting
and ending times, along with the task code, in the
Item tier.

Following this, each task time span is segmented
into sentence-like units, which are labeled within
the Sentence tier. These units may encompass
anywhere from one to n sentences.

The segmentation process is subsequently ex-
tended to manual and non-manual components
within each sentence.

4.2. Manual Components
In general, the most basic level of corpus annota-
tion is tokenization. Tokens pertaining to manual
components are identified and segmented within
the sentence adhering to a wider segmenting sys-
tem (Hanke et al., 2012).
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Figure 1: Visualization of the data process from raw data to data annotation.

Figure 2: Sample transcript in iLex with manual, non-manual, and error annotation tier.

Table 2 outlines the tiers for the manual com-
ponents included in our scheme. Following iden-
tification, manual components are annotated by
inserting identificative glosses (ID glosses) as
semantic notations, and described in their form
using the Hamburg Notation System for Sign
Languages (HamNoSys; Prillwitz, 1989). In using
the iLex corpus lexicon system, we are assured of
having consistent use of glosses by different an-
notators. The selection of glosses was motivated
by their widespread usage as common semantic
labels of signs. In addition, glosses are extensively
employed in SLP, particularly in the domain of Sign
Language Translation (SLT) (Müller et al., 2023).

In this phase, we distinguish between signs pro-
duced with the left or right hand as well as be-
tween one-handed and two-handed signs. The
tier Gloss Right Hand (RH) is annotated for one-
handed signs articulated on the right hand, while
Gloss Left Hand (LH) is annotated for one-handed
signs articulated on the left hand. Two-handed
signs are annotated in Gloss Both Hands (BH).
The hand dominance of the signer is stored in the
signer’s metadata.

Non-conventionalized signs, like gestures, are
annotated similarly to glosses and allocated to the
tiers of the hand used for articulation, identified by
the affix GEST_. Fingerspelling follows the same
approach as single signs, annotated with the affix
FA_ to the gloss.

Qualifiers are combined with glosses to indicate
variant forms, involving slight differences in the
phonological parameters (Konrad et al., 2012). The
form variance is reported in the corresponding Ham-

NoSys variance tier. For glossing and qualifier
addition, we adhere to the glossing conventions1

of our iLex DSGS instance and those described
in Konrad et al. (2012) and Ribeaud and Cicala
(2019).

Manual Components
Gloss RH

HamNoSys RH
HamNoSys variance RH

Gloss LH
HamNoSys LH
HamNoSys variance LH

Gloss BH
HamNoSys BH
HamNoSys variance BH

Table 2: Tiers of the manual components. RH: right
hand. LH: left hand. BH: both hands.

4.3. Non-manual Components
Non-manual activities undergo detailed annota-
tion in our scheme. Labels for each feature were
based on the scheme for non-manual components
in Hanke (2001), then determined on the most fre-
quently annotated forms in previous DSGS studies
and compared with those in studies outlined in Sec-
tion 2. Each label specifies the form, movement,
or both of a specific facial or body part compared
to a neutral position. All labels were assigned an
identifying code and accompanied by an image or

1https://dsgs-handbuch.ch/information/

https://dsgs-handbuch.ch/information/
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illustration available in iLex to facilitate the annota-
tion process. At this stage, assignments of these la-
bels to grammatical functions were not made. The
complete annotation scheme for non-manual com-
ponents is available in both German and English
on Zenodo.2

Table 3 displays the tiers included in the
non-manual components block of the annotation
scheme. The Mouthing tier captures lip move-
ments like those of spoken German words. As
mouthings are often not exact pronunciations of
words, the annotator inserts the letters represent-
ing what they observe during the lip movement of
the signer displayed in the video. For example, in
Figure 2, we can see how the mouthing “mito” was
written for the word Mittag (‘noon’) because the final
voiced velar consonant g does not involve any lip
movement.

For Mouth gestures, annotators have the option
to select from 81 labels. This is the most detailed
part in our scheme, reflecting various nuances in
the form and movement of mouth components such
as lips, cheeks, teeth, tongue, and their combina-
tions. These labels are grouped into nine macro
categories based on the form rather than function of
the labels, as was done for the Auslan corpus (John-
ston, 2019).

Regarding the Nose, seven labels are defined
and categorized as static or dynamic based on nose
movement characteristics, such as static wrinkled
nose.

In the Upper body tier, thirteen labels describe
main movements, such as leaning or moving the
torso in a specific way and subtly turning or rotating
the torso so that it faces a particular direction. The
direction is annotated from the signer’s point of view.
Shoulders can be annotated separately from the
upper body when their movements seem crucial
to be considered in isolation, featuring six labels
grouped under the macro categories of the upper
body.

Fundamental in defining the sentence function,
Head movements are segmented into twenty labels,
subdivided based on movement type or location.
Table 9 in Appendix B provides the list of head
component labels.

Eye-related movements, namely Eye gaze, Eye-
brow movements, and Eyelid motion, are seg-
mented and labeled separately. In most of the
tasks, the participant gaze is straight on the camera
(cf. tier “Blick” (‘gaze’) in Figure 2). The annotation
of gaze direction is crucial for marking the position
or differences in object location. Eight labels de-
note various eyebrow positions, mostly upwards or
downwards, while ten eyelid labels distinguish eye
aperture and motion.

2https://doi.org/10.5281/zenodo.10669
639

Non-manual components
Mouthing
Mouth gesture
Nose
Upper body
Shoulders
Head
Eye gaze
Eyelids
Eyebrows

Table 3: Tiers of the non-manual components.

4.4. Error Annotation

The error annotation tiers aim to capture produc-
tions by DSGS learners that deviate from the canon-
ical form (Table 4). They are divided into three main
categories: manual components, non-manual com-
ponents, and sentence level.

For manual components, we adopted error def-
initions and categories from Ebling et al. (2018).
These tiers, connected to gloss tiers, annotate de-
viations related to phonological parameters and
their combinations.

For non-manual components, deviations re-
garding eyebrow and head movements, mouthing,
mouth gestures, and their combinations are anno-
tated. These features play a crucial role in sentence
function definition.

The third category addresses sentence-level
error definition. Drawing from prior studies and
our main annotators’ long teaching experience, we
defined a restricted list of error categories to start
from: sentence construction, question construc-
tion, negation, affirmation, statement connection,
indexing, verbs, signing space, tempo and fluency,
combined issues, and others. Where one of the
latter two categories is chosen, the annotators de-
scribe the corresponding errors in a free-text field
of a separate tier.

Each deviation receives a degree of (non)-
acceptability (not acceptable, acceptable, fully
acceptable), indicating severity of the deviating fea-
ture and impact on sentence comprehension. Addi-
tionally, the entire sentence receives an acceptabil-
ity value, regardless of the number of annotated de-
viations. Figure 3 illustrates a simplified annotation
example of a sentence deemed as “not acceptable”
due to incorrect sentence construction, such as the
use of the mouthing “da” (‘there’) and the improper
use of eyebrows in the sentence.

The acceptability of the sentence tier is also anno-
tated for L1 data. The rationale behind this decision
is explained in the next section.

https://doi.org/10.5281/zenodo.10669639
https://doi.org/10.5281/zenodo.10669639
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Error annotation
Deviations Gloss RH

Acceptability
Deviations Gloss LH

Acceptability
Deviations Gloss BH

Acceptability
Deviations NMC

Acceptability
Sentence problem
Sentence acceptability

Table 4: Tiers of error annotation. NMC: non-
manual components.

Figure 3: Example of the annotation of a “not ac-
ceptable” sentence.

4.4.1. Why Annotate Acceptability?

Assuming a single “ground truth” in spoken and sign
languages poses inherent challenges in achieving
high agreement on language interpretation and un-
derstanding (Plank, 2022). Variations in annota-
tion may arise from linguistic complexities, subjec-
tivity, or instances where multiple interpretations
are plausible (Plank et al., 2014; Manning, 2011;
Rottger et al., 2022; Basile et al., 2021; Pavlick
and Kwiatkowski, 2019; Nie et al., 2020). Sign lan-
guages are known to exhibit considerable structural
variability (Bayley et al., 2015).

In the absence of a definitive ground truth, spec-
ifying acceptability values becomes more mean-
ingful than assigning binary correct/incorrect val-
ues (Mehta and Srikumar, 2023). In the context of
sign languages, the concept of acceptability of intu-
itive judgments was explored by Arendsen (2009)
for the manual/phonological components of single
signs in relation with iconicity. We thus designate
sentences within an acceptable range from L1 data
as correct, establishing them as the ground truth.
Therefore, annotations of components in these ac-
ceptable sentences serve as a form of gold stan-
dard.

Having said this, we recognize that the annota-
tion of acceptability values, like in error annotation,
inherently entails a certain degree of subjectivity.

4.5. Additional Information

The additional tiers listed in Table 5 have not yet
been systematically annotated at the current stage.
This block of tiers is reserved for future rounds of
annotations following preliminary linguistic analy-
sis. In the interim, annotators may include com-
ments in the Comments tier or annotate straight-
forward features. The Translation tier involves in-
serting a literal translation in German of individual
signs and sentences. The Functions, Topic/Fo-
cus, Prosody, and Role tiers are designed to label
various functions of annotated components, not
only at the sentence level but also at the discourse
level.

Additional information
Translation
Comments
Functions
Topic/Focus
Prosody
Role

Table 5: Additional tiers.

5. Validating the Annotation

As discussed in Section 3, our data undergoes a
cross-checking step in which part of it is double-
annotated. This step allows for the calculation of
inter-annotator agreement (IAA) between the two
expert annotators (Section 3), to assess the consis-
tency of the (error) annotation labels, and to provide
a quantitative evaluation of the complexity of the
annotation task.

It is essential to recognize that agreement be-
tween annotators should not be mistaken with ac-
curacy, as annotators may share possible biases
present in the guidelines or cultural preconcep-
tions (Basile et al., 2021; Plank, 2022).

5.1. Method

Incorporating different agreement metrics enabled
us a thorough evaluation, considering various
facets of annotation agreement. Applying Gwet’s
AC1 was motivated by specific limitations of Co-
hen’s κ (Cohen, 1960), particularly its tendency to
underestimate coefficients for high-chance agree-
ments and its lack of robustness against imbal-
anced categories (Feinstein and Cicchetti, 1990;
Gwet, 2014).

In L1 data, we randomly extracted and duplicated
20% of the dataset, amounting to two transcripts.
Each expert annotator annotated the transcript as-
signed to them and the counterpart annotated by
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the other expert. We then extracted the annota-
tions from iLex and computed agreement using the
following methods. First, in each transcript sen-
tence, we examined annotated time spans sharing
the same feature annotation, computed the over-
lap proportion of each feature and then calculated
the temporally weighted overlap ratio, as described
in Andersson and Sandgren (2016). We reported
the formula for calculating the ratio along with the
explanation and an example in Appendix C. As il-
lustrated in Figure 4 in Appendix C, we treated all
labels within the same feature as identical.

Second, we calculated Cohen’s κ, Krippendorff’s
α (Krippendorff, 2019), and Gwet AC1 score for
nominal data across all labels for each transcript.
This analysis utilized macro categories for each an-
notated component, disregarding the time variable.

For L2 data, we randomly selected 20% of the an-
notated L2 sentences for the first two data collection
points, amounting to a set of 38 sentences. Within
these selected sentences, we introduced new tiers
for error annotation while deactivating the original
error annotation tiers. The second annotator re-
viewed the annotation of manual and non-manual
components performed by the first annotator in the
first and second rounds, and then carried out a new
error annotation using only their initialized tiers. We
then extracted the annotations from iLex and as-
sessed reliability using Cohen’s κ, Krippendorff’s α,
and Gwet AC1 for nominal data. Agreement con-
cerning acceptability values was evaluated using
Cohen’s κ, Krippendorff’s α, and Gwet AC2 score
for ordinal data.

For error annotation of non-manual components,
adjustments to the time span were made depend-
ing on the alleged occurrence of a non-manual
component. Thus, we computed the overlap ratio
and temporally weighted overlap ratio for this cate-
gory, as outlined in Appendix C. For glosses and
sentence-level annotation, we focused solely on the
annotation label without considering timing. This
choice stemmed from the consistent timing across
annotators, established through prior segmentation
and linkage of tiers in iLex.

5.2. Results
We acknowledge that direct comparison of the re-
sults from these methods is not feasible due to their
differences in computation. Nevertheless, this ini-
tial exploration represents our first step toward a
comprehensive evaluation of our annotated data.

Below, we present our preliminary findings re-
garding the validation of the data.

5.2.1. L1 Data

On average, the annotation of manual and non-
manual components in the L1 data achieved an

overlap ratio of 0.18, encompassing cases for which
the overlap duration is equal to 0. In instances of
zero overlap, distinguishing missed events from
misalignments was challenging. By excluding
these events, the average overlap ratio increased to
0.62. Specifically, manual components attained an
average of 0.64 (median: 0.88), while non-manual
components averaged 0.45, ranging from 0.01 to
0.97. We calculate the temporally weighted overlap
ratio for the events in each sentence. The average
is 0.52, ranging from 0.29 to 0.96.

The agreement on labels is detailed in Table 6.
Overall, the agreement between the two expert
annotators did not reach high values. Consider-
ing both manual and non-manual components and
excluding rows with zero overlap in time, the agree-
ment yielded a κ score of 0.49 and a Gwet score of
0.52. Krippendorff’s values closely align with the κ
scores.

κ α Gwet
manual 0.57 0.57 0.61
nmc 0.39 0.38 0.47
manual+nmc 0.49 0.44 0.52

Table 6: Reliability as measured by inter-annotator
agreement using κ, α, Gwet AC1.

5.2.2. L2 Data

On average, the error annotation in the non-manual
components of the L2 data achieved an overlap ra-
tio of 0.35, ranging from 0.0 to 1 (median: 0.19).
After excluding cases with zero overlap, the ratio
increased to 0.55, ranging from 0.03 to 1 (median:
0.50). We calculated the temporally weighted over-
lap ratio for the events in each sentence obtaining
an averaged score of 0.66.

Regarding the assigned labels, as presented in
Table 7, agreement between the two expert anno-
tators is modest. κ scores range from 0.16 for the
error annotation of non-manual components to 0.52
for the error annotation of manual components, indi-
cating a considerable degree of subjectivity in both
annotation tasks. Krippendorff’s values closely mir-
ror the κ scores.

Interestingly, the acceptability values for the error
annotation of non-manual components achieved a
Gwet score of 0.60, suggesting moderate to high
agreement between the two expert annotators in
assessing the severity of deviation for non-manual
features.

5.3. Discussion
The level of agreement depends on the task, com-
plexity of the annotation scheme, and the number
of annotators along with their degree of expertise.
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κ α Gwet
manual 0.52 0.53 0.56
accept_manual 0.32 0.33 0.34
nmc 0.16 0.15 0.25
accept_nmc 0.25 0.24 0.60

Table 7: Reliability as measured by inter-annotator
agreement using κ, α, Gwet AC1 (for components)
or AC2 (for acceptability). Manual: error annotation
of the manual components; nmc: error annotation
of the non-manual components; accept: agree-
ment on the acceptability judgments.

Examining our results, the scores derived from our
preliminary agreement calculations lead us to re-
flect on the primary factors contributing to disagree-
ments.

Firstly, our findings underscore the inherent diffi-
culty in achieving high agreement in tasks involv-
ing video stream segmentation. The accurate seg-
mentation of signs presents challenges even for
trained annotators, resulting in slight time variations
in sign segmentation. However, these variations
can cause discrepancies in calculations. In addi-
tion, the detailed nature of our annotation scheme,
as described in Section 4, inherently amplifies dis-
agreement among annotators. In general, stud-
ies analyzing sign language datasets refrain from
reporting agreement scores, complicating efforts
to benchmark our results within the broader land-
scape of sign language reliability assessments.
The discrepancy between manual and non-manual
component values (cf. Table 6 and Table 7) under-
scores the heightened challenge associated with
annotating non-manual activities, possibly deriving
from ambiguous guidelines or unclear instances of
non-manual activity in videos.

Secondly, the complexity of the annotation task is
reflected in the complexity of calculating agreement
between annotators. Following the method outlined
by Andersson and Sandgren (2016), which involves
calculating the temporally weighted overlap ratio
only between events with the same label, we do
not assess whether there might be other annotated
events occurring simultaneously but labeled differ-
ently. For instance, in cases where Annotator A
annotated a time span with a label from the list of
the “Eyelid” feature while Annotator B annotated
the same time span with a label from the “Eyebrow”
list, this could mean missing an event by one or
both annotators. Considering the simultaneity of
components in sign language, it is plausible that
the time span involves both “Eyelid” and “Eyebrow”
movements simultaneously. A next step would be
to examine these “alternative classifications” with
an aim to agree on one way of annotating and ana-
lyzing them.

As suggested by Schembri and Crasborn (2010),

further exploration into agreement calculations for
sign language data is needed. Establishing an-
notation standards would facilitate comparison of
agreement values across different corpora, allow-
ing for the development of a systematic method for
calculating agreement in sign language data.

Despite the relatively modest agreement values,
it is imperative not to perceive them as a limita-
tion for dataset validation and subsequent use of
these annotations. Widely debated in the context
of spoken languages, human label variation (in
other words, disagreement) offers valuable data
insights to consider in the development of technolo-
gies, particularly those aimed at enhancing “tech-
nology which is by and for humans; inclusive and
reliable” (Plank, 2022).

6. Conclusion and Outlook

We have presented the annotation process and
scheme for L1 and L2 DSGS continuous data, fo-
cusing on the labeling of non-manual components.
We have introduced a method for annotating and
categorizing linguistic errors in L2 data, and pro-
posed our idea of creating a ground truth encom-
passing variability. Viewing sentence acceptabil-
ity as a facet of ground truth expands traditional
notions, accommodating the inherent variability in
sign language data analysis.

Our annotation scheme remains a work in
progress, open to modification and adaptation.
Statistical analyses are warranted to evaluate the
scheme’s efficacy and the utility of macro cate-
gories. Refinement on higher levels of annotation,
such as on the levels of sentence function and
semantic roles (some tiers are described in Sec-
tion 4.5), remains an area for future development.

While the scheme was created for DSGS, it can
be adapted to other sign languages by adjusting the
labels of each feature. To maintain the application
of cross-linguistic comparisons, the adjustments
would not change the content of the components
but only the names that are assigned to these com-
ponents.

We have described our first approach to data val-
idation, illustrating difficulties given by the different
variables to consider in the calculation. Agreement
calculation methods, particularly considering time
spans and labels, demand further exploration to
systematically analyze annotated events and spot
missed or erroneously annotated instances.

As we move forward, collaborative efforts and
continued refinement of annotation practices will fa-
cilitate the advancement of sign language research.
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Feature Labels Macro categories
Mouthing - -
Mouth gesture 81 9
Nose 7 2
Upper body 13 2
Shoulder 6 1
Head 20 6
Eye gaze 30 6
Eyelids 10 3
Eyebrows 8 2

Table 8: Number of labels and number of macro
categories in our scheme.

Head Macro categories
NO: Head nod (up and down)

cat. 1
Nodding

NU: Simple head nod up [dynamic]
ND: Simple downward head nod [dynamic]
RL: Tilted to left or right nodding head
SH: Head shaking (left and right) cat. 2

ShakingSS: Tilted to left or right shaking head
NF: Tilted forward [static] cat. 3

FrontPF: Shifted forward
OG: Head tilted forward (nodding)
NB: Tilted backwards

cat. 4
Back

PB: Shifted backward
LN: Head nod (up and down) left (up and down)
RN: Head nod (up and down) right (up and down)
SL: Turned to the left

cat. 5
Lateral

SR: Turned to the right
TL: Tilted to the left (static)
TR: Tilted to the right (static)
KD: Head rotation cat. 6

Strongly dynamicKK: Head tilt (dynamic)
LI: Head movement coupled to gaze [dynamic]

Table 9: Labels defined for the Head feature.

C. Temporally weighted overlap ratio

Equation 1 illustrates an example of the agreement
calculation with two events in the L1 data, as illus-
trated in Figure 4. Column A represents two events
for the feature “Blick” (‘gaze’) annotated by Annota-
tor A in one sentence, while Column B represents
the two events in the same sentence annotated by
Annotator B. We have:

E = {ϵ1, ϵ2}
T = {t1 = 0.39, t2 = 2.76}
O = {o1 = 0.05, o2 = 0.95}

(1)

where E is the set of n = 2 events, each labeled
by Annotator A and Annotator B; T is the set of
maximum duration for each events in E, and O
represents the set of overlap proportions for the
events in E. The overlap proportion is calculated by
dividing the duration of the overlap by the maximum
temporal extent of the event.

The temporally weighted overlap ratio is then
calculated as follow:

∑n
i OiTi∑n
i Ti

=
(0.05 ∗ 0.39) + (0.95 ∗ 2.76)

(0.39 + 2.76)
= 0.84

(2)

If we were to consider only the overlap propor-
tion without accounting for temporal duration, the
calculation for the overlap ratio would be as follows:
0.05 + 0.95/2 = 0.5, even though the length of the
annotated overlap varies.

Time span A B

00:08:33.06 
00:08:33.35

Blick 1
00:08:33.35 
00:08:33.37

Blick 3
00:08:33.37 
00:08:33.45

00:08:33:45 
00:08:35:53

Blick 1
Blick 100:08:35:53 

00:08:36:11

00:08:36:11 
00:08:36:21

Figure 4: Simplified representation of two events
in a same sentence, annotated by two annotators,
Annotator A and Annotator B.

Please note that even if the annotators assigned
two different labels for event ϵ1, they both annotated
the feature “Blick” (‘gaze’) in this timespan.
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