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Abstract
Looking at lexical frequency and, by extension, lexical variation is often among the first objectives after compiling a
sign language corpus, since the only prerequisite is existing sign gloss annotations. However, measuring lexical
frequency in a theoretically and statistically meaningful way can be a challenge. In this paper, I provide an overview
of how to approach lexical variation in sign language corpora. The aim is to show ways of tackle lexical variation from
different angles, from data collection to statistics and visualization, and how to motivate choices based on the data
available and the research goals, thus serving as a practical guide for sign language corpus research. Drawing from
previous work by different sign language corpus project teams, various approaches to measuring lexical variation are
illustrated with data from the Swedish Sign Language (STS) Corpus, with examples that can easily be adapted to any
sign language corpus.
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1. Introduction

The number of available sign language corpora in
the world is constantly increasing, and many cor-
pora of individual sign languages are also growing
in size (see, e.g., Kopf et al., 2021, 2022, 2023; Fen-
lon and Hochgesang, 2022). The first step of anno-
tating a sign language corpora is often to segment
and annotate individual signs in the data (Johnston,
2010). With annotation of individual lexical items
(i.e. signs), an easy first exploration of the corpus
data is to look at lexical frequencies – which signs
are used the most, by whom and in what context?
Lexical frequency has been studied for a number
of sign languages already, with datasets of varying
size (e.g., Morford and MacFarlane, 2003; McKee
and Kennedy, 2006; Johnston, 2012; Fenlon et al.,
2014; Börstell et al., 2016).

It is well known that the distribution of words in
language(s) is extremely skewed, with a small num-
ber of words occurring frequently but most words
occurring fairly rarely (Zipf, 1935). This skew in
token frequencies needs to be taken into account
when looking at lexical frequency, and makes it
more challenging to look at lexical variation, espe-
cially in smaller corpora – and most sign language
corpora are still relatively small. Thus, there are
several aspects to consider when investigating lex-
ical variation within individual sign languages, and
I will in the following provide concrete examples
of approaches taken in previous work, and oppor-
tunities and issues that come with them. While
mostly illustrated with examples from the Swedish
Sign Language (STS; svenskt teckenspråk) Corpus
(Öqvist et al., 2020), the methods could be applied
to any sign language corpus. Finally, the paper
concludes with a summarized list of benefits and
downsides to different approaches and metrics.

2. Data and Methods

For the examples in this paper, I use data from
the STS Corpus (Öqvist et al., 2020) presented
in different ways depending on the approach to
investigating lexical variation.

The STS Corpus data (Mesch et al., 2012) was
retrieved from The Language Archive (https://
archive.mpi.nl/tla/) in July 2023 and con-
sists of 189,679 sign tokens across 298 annotation
files and 42 signers.

The data was retrieved, processed and visual-
ized using R v4.3.2 (R Core Team, 2023) and the
packages patchwork v1.2.2 (Pedersen, 2022),
scales v1.2.1 (Wickham and Seidel, 2022), sign-
glossR v2.2.4 (Börstell, 2022), tidylo v0.2.0
(Schnoebelen et al., 2022) and tidyverse v2.0.0
(Wickham et al., 2019).

Simulated example data and code for calculating
and plotting frequencies and variation can be found
at: https://github.com/borstell/r_
functions/blob/main/plotting_corpus_
variation.R

3. Approaches to Lexical Variation

In order to look at lexical variation in any language,
one needs to have enough data, such that it cov-
ers the relevant variables involved in variation –
whether, e.g., age, gender or geographic belong-
ing (Bayley et al., 2015). While variation can be
studied separately from a corpus, through inter-
views and elicitation with the signing community
directly (Lucas et al., 2009; Fisher et al., 2016; Sa-
far, 2021) or indirectly through distributed surveys
online (Kimmelman et al., 2022), the focus in this
paper is data collected within a sign language cor-
pus project. However, even within corpus projects,
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similar alternative data collection approaches have
been used. For example, several projects have
included a targeted lexical elicitation task as part
of the corpus data collection – i.e. tasks alongside
the collection of naturalistic conversational data.
The targeted interview/elicitation approach facili-
tates comparisons of signs in domains known for
variation, such as color terms in British Sign Lan-
guage (BSL) (Stamp et al., 2014) and German Sign
Language (DGS) (Langer, 2012), as it results in a
larger target sample. Some corpus projects have
also adopted a method of crowdsourcing signs and
lexical variation as well as perceptions about vari-
ation and usage of already documented variants
through direct or online community involvement
(Kankkonen et al., 2018; Wähl et al., 2018; Hanke
et al., 2020). Targeted elicitation tasks are suitable
for comparing variation between different groups
with regard to specific items/domains since it re-
sults in a higher number of data points per item and
a better coverage with many signers being repre-
sented (cf. Section 3.4). However, elicited data will
not be directly comparable to other items/domains
found only in the conversational portion of the cor-
pus data, as the distribution of occurrences will look
very different.

In the following sections, I will mainly focus on
how to approach and measure lexical variation in
naturalistic, conversational corpus data.

3.1. Counts: “How Many Have You Got?”
As was mentioned in the introduction, the Zipfian
distribution of lexical items in a corpus means that
token frequencies will be extremely skewed: some
items are very frequent whereas most items are
very infrequent. Thus, raw counts of frequencies
are often quite uninformative as they are only mean-
ingful for a particular corpus (or, corpus size) and
will have a huge range between items in the upper
vs. lower end of the frequency span. For exam-
ple, saying that there are 10,846 occurrences of
PRO1 (first-person pronoun), 414 occurrences of
TYP@b (‘kinda’; fingerspelled) and 7 occurrences
of ÄLG(Jbt) (‘moose’) in the STS Corpus is quite
meaningless unless they are compared to the to-
tal number of tokens in the corpus (n=189,679) or
possibly to each other. Nonetheless, in the online
STS Dictionary (teckenspråkslexikon, 2023), the
only currently available information about corpus
frequencies of dictionary entries is raw corpus fre-
quencies, available for those entries that have been
linked to the corpus (cf. Mesch et al., 2012). This
was why we in Börstell and Östling (2016) devel-
oped a search tool for exploring meaningful lexical
frequencies and variation in the STS Corpus by
rather focusing on relative frequencies within and
across groups of signers or text types, which is
discussed further in Section 3.2.

3.2. Proportions: “It’s All Relative!”
One way of approaching relative frequencies in a
corpus is to simply say how many times an item
occurs relative to the total, usually rescaled to ar-
rive at a more interpretable number, e.g., occur-
rences per 100,000 tokens. This means that we
could reformulate the frequencies in Section 3.1
and say that PRO1 occurs 5,718 times per 100,000
tokens, TYP@b 218 times per 100,000 tokens and
ÄLG(Jbt) about 4 times per 100,000 tokens. This
metric is more intuitive and more useful as it is
comparable across corpora or subcorpora of differ-
ent sizes. However, it does not address the issue
of variation, as it does not differentiate where the
tokens come from within the corpus.

In Börstell and Östling (2016), we identified the
need to obtain relative frequencies of signs in the
STS Corpus with attention to sociolinguistic varia-
tion. Thus, we developed an online search tool1,
parallel to the STS Corpus, that would display rela-
tive frequencies within different grouping variables
that were likely to exhibit variation in lexical fre-
quency distribution: age, gender, region and text
type. Thus, frequencies were relative to the total
number of tokens by subgroup. This allowed for
comparisons across groups of different sociolin-
guistic variables very easily. For example, there
was anecdotal evidence of the sign TYP@b (‘kinda’;
fingerspelled) being more frequent among younger
signers, and this was corroborated with our search
tool illustrating relative frequencies, showing that
the sign is much more frequent among younger
age groups. Figure 1 shows the same pattern in
the current version of the STS Corpus, with over
twice the number of tokens annotated compared to
what was reported in Börstell and Östling (2016).

One potential feature that was not available in
the search tool by Börstell and Östling (2016) was
directly comparing relative proportions between
multiple forms for the same meaning. Many sign
languages exhibit variation in specific domains
(e.g., numerals and color terms), such that the
same meaning may be expressed by multiple forms.
Such variation may consist of either completely dif-
ferent lexical items or phonological variants of a
similar base (or iconic mapping), sometimes with
sociolectal differences in their distribution (see, e.g.,
McKee et al., 2011; Langer, 2012; Stamp et al.,
2014; Wähl et al., 2018; Safar, 2021; Lutzenberger
et al., 2021, 2023). A rather straightforward way
of comparing differences in the distribution of sign
variants for the same meaning is to compare the

1The tool, SSL-lects, has been offline for a few years
due to server replacements and anonymization concerns
with the raw STS Corpus data, but there have been plans
to integrate a similar tool directly in the online corpus and
dictionary resources.
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Figure 1: Relative frequencies of the sign TYP@b (‘kinda’; fingerspelled) across sociolinguistic groupings
in the STS Corpus.

proportion of tokens they each have relative to their
combined total, distributed across the sociolinguis-
tic groupings of interest. For example, Figure 2
shows the relative proportions between a one- and
two-handed (phonological) variant of the sign for
‘(an)other’ in STS. Based on the relative proportions
alone, it is quite clear that the one-handed variant
is more common overall but that the oldest signers
have a slight preference for the two-handed variant.

Searching for lexical variants or any signs with
related meanings is, however, not necessarily
straightforward. Glosses are often selected on the
basis of a written word with similar meaning, but
semantic extension and polysemy may mean that
signs are related without sharing a similar gloss (cf.
Johnston, 2010; Ormel et al., 2010). Because of
this, searching for variants or related signs may al-
ready require some knowledge about the language
as well as the annotation conventions of the corpus
(e.g., how glosses are used).2

With these approaches, one issue is that they
mainly target specific signs (individually or paired)
that we already suspect may display some type
of sociolectal variation in their distribution. In Sec-
tion 3.3, we will see how other metrics can be used
to identify interesting distributional variation directly
from the data.

3.3. Ratio: “What Are the Odds?”
Looking at frequencies relative to sociolinguistic
groupings made it possible to visualize variation
differences for items suspected to exhibit varia-
tion. However, in Börstell and Östling (2016), we
also wanted to find ways of identifying potential
variation-exhibiting items without necessarily know-
ing about them through previous – often anecdotal
– evidence. Thus, we applied a Bayes factor ap-
proach, calculating distributions relative to token
counts among the same sociolinguistic groupings
and could identify certain signs that were overrepre-
sented in some subgroup. While this metric was not

2I thank a reviewer for raising this point.

available in the search and visualization tool itself, it
could be an interesting addition since it is possible
to see both positive and negative values, and as
such the directionality of frequency: higher or lower
than expected. In Figure 3, a similar implementa-
tion is used in a visualization, but with weighted log
odds using a Bayesian prior estimated from the data
itself, which accounts for differences in sampling
variability (see Monroe et al., 2008; Schnoebelen
et al., 2022). With this approach, we can confirm
that age is a major factor in the distribution of to-
kens, with TYP@b being skewed towards younger
age groups. The gender distribution here is less
informative, seeing as the STS Corpus has more
women in the younger age groups and more men in
the older age groups. Somewhat surprisingly, the
text type distribution in Figure 3 is switched com-
pared to Figure 1, which is a consequence of the
informative prior taking the sampling variability into
account – using an uninformative prior will instead
correspond more closely to the relative frequencies
in Figure 1, albeit on a different scale.

A log odds approach was also taken by Stamp
et al. (2014), who looked at larger groups of signs in
specific domains (e.g., numerals and color terms)
to see differences in the use of traditional (often re-
gional) signs for concepts in these domains, finding
that age was an important factor, with older signers
being more likely to use the traditional signs with re-
gional variation, while younger signers exhibit less
variation, pointing to dialectal leveling.

3.4. Spread & Coverage:
“The One with All the Tokens”
As has been mentioned earlier, lexical variation in
corpus data can be a challenge due to the low to-
ken frequency of most lexical items even in large
corpora, which means it is difficult to find items
that occur across, e.g., sociolinguistic groupings
in spontaneous, conversational data. This is why
several corpus projects have opted to include an
explicit lexical elicitation task as part of the data col-
lection – this is, however, not the case for the STS
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Figure 2: Relative proportions of the signs ANNAN(ea) (‘(an)other’; one-handed) and ANNAN(ml)
(‘(an)other’; two-handed) across sociolinguistic groupings in the STS Corpus.

Figure 3: Weighted log odds of the sign TYP@b (‘kinda’; fingerspelled) across sociolinguistic groupings
in the STS Corpus.

Corpus. It also means that any grouped metric,
such as relative frequencies per age group, should
also include a measure of spread across signers,
at least for low-frequency items – that is, how many
signers in the data use the sign at least once (i.e.
signer coverage). As an example, in Börstell and
Östling (2016) we discussed the known regional
variation between two signs for ‘moose’ in STS:
one that depicts the horns (considered the more
general and widespread sign) and one that depicts
the snout/muzzle (considered a northern variant).
In our paper, we noticed that only the “northern”
variant was present in the data, found in the north-
ern (Norrland) region as expected. However, not
only is it impossible to establish the source of vari-
ation, due to the lack of tokens for the other variant,
the signer coverage was very poor, with all occur-
rences being produced by a single signer. In the
current, larger STS Corpus dataset, the pattern is
unfortunately still the same, with only one of the two
variants being produced with 7 occurrences in the
whole corpus, all produced by the same signer: an
older man from Norrland. Since it is clearly impos-
sible to generalize from a single signer, it can be
wise to include signer coverage in a visualization
or simply checking the distribution across signers
when looking at any token frequencies, but partic-
ularly lower ones. Figure 4 shows an example of
the signer coverage for three signs, PRO1, TYP@b
and ÄLG(Jbt), with dots representing each of the 42

signers in the STS Corpus, where the blue ones rep-
resent signers with attested tokens (darker means
a higher proportion of total tokens) and grey ones
represent signers without attested tokens. As this
figure shows, highly frequent signs such as PRO1
will have a large and fairly even spread across sign-
ers, whereas signs such as ÄLG(Jbt) cannot be
generalized in their usage despite having more oc-
currances (n=7) than the global median number of
tokens (n=1) in the whole corpus.

3.5. Topics & Representativeness:
“What Are We Talking About?”

Small(er) corpora, such as most sign language cor-
pora, are quite susceptible to idiosyncrasies skew-
ing the data. For example, multiple sign language
corpora have included the same elicitation tasks to
elicit narrative texts. Because of this, it comes as
no surprise that signs for concepts such as ‘snow-
man’ and ‘frog’ may be much more frequent than
expected from any regular conversation within the
deaf community, simply due to the influence of the
contents in the elicitation stimuli. Specific topics,
and consequently associated words/signs, will al-
ways be subject to sampling procedures in the data
collection, regardless of the type of corpus. Since
sign language corpora involve members of the deaf
or signing community, it is expected that concepts
such as ‘deaf’ and ‘hard-of-hearing’ may be orders
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Figure 4: Distribution of tokens across signers for
three signs : A) PRO1; B) TYP@b; C) ÄLG(Jbt).
Each dot represents a signer; blue-filled dots show
signers with attested tokens, with the darkness of
the fill color representing proportion of total tokens.

of magnitude more frequent in a sign language cor-
pus than any spoken language corpora. This is not
a problem as it directly reflects themes and topics
that are relevant in the community, but other topics
that are introduced due to targeted tasks in the data
collection procedure will often result in some lexical
items being overrepresented in a way that is not
representative of issues of particular significance
to the community at large.

While the use of similar topics/content across
sign language corpora is a great resource for cross-
linguistic work on, e.g., grammatical and discourse
structure (cf. Ferrara et al., 2022), it inadvertently
leads to a skew in particular lexical items, which
should be taken into account when looking at lexical
frequency and variation.

3.6. Conventions & Conventionalization:
“That’s Not Even a Word!”

As discussed in more detail by Langer et al. (2016),
not all tokens are necessarily representative of the
regular usage of the individual signer who produced
them. For example, some signs are used metalin-
guistically, in the sense that sign variants are pro-
duced i) to illustrate how others sign something, ii)
as a direct copy of the interlocutor’s sign choice,
or iii) to emphasize how the signer themself does
not sign (Langer et al., 2016, 140). Similarly, signs
may also be produced in a manner different from
established lexical items in the language, such as
being produced in a context showing, e.g., how

non-signers or learners are attempting to sign or
gesture (Langer et al., 2016, 141).

Furthermore, Langer et al. (2016, 141) also men-
tion slips of the hand (i.e. errors in producing the
target sign form). This is a question that very much
concerns the annotation process in building a cor-
pus, whether to mark accidental deviations/errors
explicitly or to simply annotate target forms (if iden-
tifiable). In the Auslan Corpus, the procedure for
fingerspelling has been to annotate both target form
and actual realization in the same sign gloss (John-
ston, 2019, 45). This way, the researcher could
choose whether to focus on target forms or ac-
tual realization, which in itself would be relevant
for lexical variation. In the STS Corpus, uncertain
or interrupted glosses have been marked with spe-
cial tags (“@z” and “@&”, respectively), but there
is also a dedicated tag for so-called home-made
signs (“@hg”), which are not considered estab-
lished signs of the community as a whole (Mesch
and Wallin, 2021, 25–26). While such signs make
great candidates for a detailed analysis of lexical
variation, they will not be generalizable to the larger
community. Thus, a researcher interested in inves-
tigating lexical variation would need to know the
annotation conventions of the specific corpus to
be able to accurately match sign glosses to actual
forms, and to motivate their reasons for including
or excluding specific items.

4. Discussion & Conclusions

In this paper, I have given a brief introduction to
the question of how to approach lexical variation in
sign language corpora. The goal has been to pro-
vide anyone interested in doing research on a sign
language corpus with concrete examples of issues
to consider both theoretically and practically. How
the data is annotated will directly influence what
can be researched, and which analysis method is
applied will affect the usefulness and interpreta-
tion of the results. For example, can related signs
(e.g., lexical variants) be matched and compared
based on glosses alone? Can glosses and search
patterns easily distinguish phonological from lexi-
cal variants of the same meaning? Are we able
to search lemma forms but still account for the
frequency of different morphological forms (e.g.,
inflections) of that lemma? Can we easily attribute
tokens to individual signers, and group signers and
files by metadata features? These issues are con-
cerns of the researcher using and searching the
corpus as much as of the developer of the corpus
resource itself, and require users to be familiar with
both the language and the corpus conventions.

Unfortunately, few sign language corpora have in-
tegrated tools for directly querying a database and
receiving a table or visualization of the search re-
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sults in a meaningful way, such as regional variation
visualized on a map (however, see Hanke, 2016;
Hanke et al., 2023). Since lexical variation is an
important part in applied areas such as language
teaching and interpreting, it would be useful to incor-
porate simple search tools into the sign language
corpus resources – see Isard and Konrad (2022)
and Isard and Konrad (2023). Such tools could
display not only raw search hits of sign glosses, but
also relevant summaries of results presented as
tables, graphs or maps, based on variables and
metrics selected by the user. In the case of the
STS Corpus (Öqvist et al., 2020), the current on-
line interface with streamed videos and glosses is
a great resource for teachers and students, but it
unfortunately does not allow the user to query the
database about relative frequencies or proportions
between variants, nor export raw search results
to be investigated externally, which renders it less
accessible to the corpus linguist.

For the researcher who wants to approach ques-
tions of lexical frequency and variation in a sign
language corpus, here are some points to consider
when retrieving, interpreting and reporting the re-
sults:

• Raw frequency: Numbers will naturally be
very skewed due to the Zipfian distribution of
lexical items in any corpus and language. Log-
arithmic scaling can help for visualization pur-
poses.

• Relative frequency: Metrics such as occur-
rences per 100,000 tokens will be more use-
ful for comparisons across corpora/languages
than raw frequencies, but will nonetheless be
skewed across lexical items (i.e. signs).

• Relative proportion: A useful metric when
comparing lexical or phonological variants for
the same meaning, but will often suffer from a
lack of data unless targeted lexical elicitation
was part of the data collection.

• Log odds: Log odds are useful to show dif-
ferences in frequency distributions based on
some grouping variable (e.g., gender, region,
text type) by accounting for imbalances in raw
frequencies for different items, but will not dis-
tinguish form variation from differences in con-
versational content (i.e. topics). Note that the
weighting and priors used will impact the re-
sults, so choose a method that suits your pur-
poses.

• Signer coverage: Group-based variation
(e.g., gender or region) in corpus data should
preferably also account for signer coverage to
ensure that the usage reflects the group as a
whole rather than a single individual (signer)
within it.

• Type of usage: Some items may be used
incorrectly (e.g., slip of the hand) or metalin-
guistically (e.g., commenting on how others
sign (see Langer et al., 2016), and it is thus im-
portant to investigate how and why individual
items occur in a specific context – especially
for low-frequency items.

• Annotation conventions: Know the annota-
tion conventions of the corpus you are using,
as this directly impacts both what questions
you can ask with the data and how to interpret
the results.
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