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Abstract
In this study, we introduce a method of inter-language transfer learning for under-resourced visual speech recognition.
Deploying speech-related technology to all languages is a quite important activity. However, applying state-of-the-art
deep-learning techniques requires huge-size labeled corpora, which makes it hard for under-resourced languages.
Our approach leverages a small amount of labeled video data of the target language, and employs inter-language
transfer learning using a pre-trained English lip-reading model. By applying the proposed scheme, we build a
Japanese lip-reading model, using the ROHAN corpus, the size of which is about one 450th of the size of English
datasets. The front-end encoder part of the pre-trained model is fine-tuned to improve the acquisition of pronunciation
and lip movement patterns unique to Japanese. On the other hand, the back-end encoder and the decoder are
built using the Japanese dataset. Although English and Japanese have different language structures, evaluation
experiments show that it is possible to build the Japanese lip-reading model efficiently. Comparison with competitive
schemes demonstrates the effectiveness of our method.
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1. Introduction

In recent years, extensive research works have
been conducted in the fields of Automatic Speech
Recognition (ASR), Visual Speech Recognition
(VSR), and Audio-Visual Speech Recognition
(AVSR). The advancement of deep learning tech-
niques has led to significant improvements in recog-
nition accuracy for these studies. One key factor
behind this success is the utilization of large-scale
models and datasets. Several languages having
high demands and populations, such as English
and Mandarin, are well investigated using huge
datasets. On the other hand, we should still inves-
tigate techniques in under-resourced conditions, in
order to enhance the recognition performance.

This study focuses on VSR or lip-reading, which
transcribes visual speech activities, e.g. changes
in lip movements, shapes, and facial expressions.
This technique can serve as an effective mode of
communication, even in environments at high lev-
els of noise. VSR also contributes to our society,
particularly in providing communication support for
individuals with hearing or speech impairments.

Our final goal is to build a VSR system for under-
resourced languages. Similar to ASR, numerous
English lip-reading models, trained on extensive
datasets, are now available for public use. In con-
trast, VSR research works for the other languages
are still insufficient. For example, there is a no-
table absence of a Japanese large-scale lip-reading
dataset, making it significant challenges to create
an accurate Japanese lip-reading model.

The objective of this study is to develop a

Japanese lip-reading model through inter-language
transfer learning, using a limited resource. English
VSR models are primarily designed to analyze En-
glish pronunciation and lip movements, which may
be partially or fully common for all languages. We
introduce a method of inter-language transfer learn-
ing that leverages a small amount of Japanese data
applied to a pre-trained English lip-reading model.
This approach enables the model to acquire pro-
nunciation and lip movement patterns unique to
Japanese, facilitating the more efficient develop-
ment of a Japanese lip-reading model.

2. Proposed Method

2.1. Lip-reading Model
We use an end-to-end lip-reading model com-
posed of a front-end encoder part, a back-end
encoder, a decoder, and predictors, as shown in
Figure 1. The model is based on a pre-trained
English version from the paper (Ma et al., 2023).
The pre-trained model was trained on five English
language datasets; LRW (Chung and Zisserman,
2017), LRS2 (Chung et al., 2017), LRS3 (Afouras
et al., 2018), Voxceleb2 (Chung et al., 2018), and
AVSpeech (Ephrat et al., 2018). These datasets
comprise a total of 3,448 hours of video data, pro-
viding a substantial volume of training data. It is
reported that the model achieved Word Error Rate
(WER) of 14.6% on the LRS2 test dataset and
19.1% on the LRS3 test dataset, demonstrating
high recognition performance across both datasets.

The model is designed as follows;
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Figure 1: A schematic diagram of lip-reading model (Quoted from paper (Ma et al., 2023) ).

Figure 2: A schematic diagram of inter-language transfer learning from English to Japanese.

• Front-end encoder
This part consists of 3D convolution layers and
the ResNet-18 (He et al., 2016) model. The
front-end encoder part aggregates and outputs
visual features as a 512-dimensional feature
vector.

• Back-end encoder
We employ the conformer (Gulati et al., 2020).
The conformer encoder incorporates trans-
former and CNN models to successfully cap-
ture both long-range dependencies between
frame sequences as well as local features in
each frame.

• Decoder
The transformer decoder (Vaswani et al., 2017)
is chosen in this work. The attention mech-
anism in the decoder enables us to predict
appropriate tokens by considering both visual
features and contextual information.

2.2. Inter-language Transfer Learning
In this study, inter-language transfer learning in
addition to model training is applied to develop a
Japanese lip-reading model from the English pre-
trained model. Figure 2 illustrates a schematic
diagram of the inter-language transfer learning.

First, the front-end encoder part is initialized
with the weights from the pre-trained model. This
part enables us to efficiently extract language-
independent visual features, such as lip shape, and
the speed and extent of mouth opening and closing.
It is further expected that the recognition accuracy
can be improved by adjusting these encoders to
Japanese data with fine-tuning, since the model
can fit the pronunciation and lip movements unique

to Japanese, while those unique to English may be
discarded.

Second, the back-end encoder and the decoder
are built from scratch, keeping the structure of the
pre-trained model. According to the similar work for
ASR (Hattori and Tamura, 2023), such a recognizer
implicitly consists of two modules; a feature extrac-
tion module and a recognition module. The latter
module relies on vocabulary and grammar of the
target language while the former one is language-
independent. It is obvious that sentence structures
of English and Japanese are markedly different,
and the linguistic features derived from visual cues
show low similarity. Therefore, we train these sub-
modules only using Japanese datasets.

Regarding the linear layer following the trans-
former decoder, we change the model setting to the
target language; the layer was originally designed
for English words, on the other hand, in this paper,
the output layer is modified to Japanese character-
based labels. The dimension of the output layer is
thus changed from 5,000 to 87.

2.3. Loss Function

The loss function is Hybrid CTC/Attention (Watan-
abe et al., 2017) loss, as in the pre-trained model.
Let us denote an input sequence by x = [x1, ..., xT ]
where xi indicates a video frame, and an output
sequence by y = [y1, ..., yL], where yj corresponds
to a word, character or phoneme, respectively. The
loss function, combining Connectionist Temporal
Classification (CTC) (Graves et al., 2006) and atten-
tion mechanism approaches, is defined as Equa-
tion (1), using CTC loss and Cross Entropy (CE)
loss.

LV SR = αLCTC + (1− α)LCE (1)
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Table 1: Subsets in ROHAN corpus.

Subset # sentences
Training 3,400

Validation 400
Test 400

In this study, the hyper-parameter α in Equation (1)
is set to 0.1.

The CTC loss measures the discrepancy be-
tween the sequence predicted by the model and
the correct sequence. By using this loss function,
we can build the model even when the temporal
correspondence between the input and output data
is unknown. In the pre-trained model, the linear
layer following the conformer encoder is trained us-
ing this CTC loss, which is defined by the following
Equation (2).

LCTC = − logPCTC(y|x) (2)

The CE loss, on the other hand, is a loss function
primarily used in classification tasks to maximize
the probabilitiy of the correct token at each time
point. In the pre-trained model, the linear layer
following the transformer decoder is trained using
this loss function, which is defined by the following
Equation (3).

LCE = − logPCE(y|x) (3)

3. Dataset and Pre-processing

3.1. ROHAN Dataset
In this study, we use a Japanese dataset ROHAN
(Morise, 2022) for lip-reading. ROHAN consists of
4,600 sentences, which are collected to cover al-
most all the Japanese moras (the minimum set
of combination of acoustic units). The dataset
contains video data corresponding to each sen-
tence, which can be used to train lip-reading mod-
els. Speech signals are not included, while cropped
mouth sequences are composed in the video data.
Note that as of February 2024, there are 4,200
video data available to the public. The dataset
is divided into three subsets, as shown in Table
1. The total duration of the training data is 7.7
hours, which is explicitly a small amount of data,
equivalent to one 450th of the datasets used in the
pre-trained model. Additionally, the test dataset
includes only one speaker. We point this out in par-
ticular because the number of speakers may affect
the recognition results of the lip-reading model.

3.2. Reference Label
In order to prepare reference labels for model train-
ing, we choose transcribed sentences from the

Table 2: Model training condition.
Optimizer AdamW

Learning rate 0.0001
Warm-up epoch 5
Weight decay 0.03

Epochs 60
Maximum number of frames 1,600

Loss function Hybrid CTC/Attention

Table 3: Character error rates with/without inter-
language transfer learning.

Method CER
Proposed (w/ inter-lang. transfer) 0.197

Competitive (w/o inter-lang. transfer) 0.277

dataset, which consist only of Japanese katakana
characters. After splitting the sentences into
katakana characters, we assign a unique ID to each
katakana character. A SentencePiece (Kudo, 2018)
model is developed using the katakana sentences,
to uniquely assign an ID to each character. Finally,
we get 87 unique IDs in total, which corresponds to
the number of Japanese vocabulary in this study.

3.3. Video Data
Pre-processing of video data is performed in the
following order. First, the size of all video data is
changed from 300x300 to 96x96, and the frame
rate is unified at 25 frames per second. Next, we
normalize pixel values from the range of (0, 255) to
(0, 1).

We apply random cropping and adaptive time
masking to the training data to facilitate spatial and
temporal data augmentation. Random cropping in-
volves cutting a random portion from given images
to create new images of size 88x88. Adaptive time
masking randomly obscures several parts of each
frame within a certain time frame. For the validation
and test data, center cropping yields image frames
of the same size, cropped from the center to the
size of 88x88.

Additionally, all the video data are converted to
gray-scale to reduce computational costs. In order
to enhance the robustness against environmental
changes, the pixel value distribution is adjusted so
that the new distribution has the mean of 0.421 and
the standard deviation of 0.165.

4. Experiment

In order to evaluate the effectiveness of our pro-
posed approach to build a lip-reading scheme for
an under-resourced language, we conducted the
following experiments.
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Table 4: Comparison of our and competitive Japanese lip-reading schemes.
Item Proposed Baseline

Input image size 96x96 96x96
Front-end encoder part 3D-CNN+ResNet-18 3D-CNN+ResNet-34

Back-end encoder Conformer Conformer
Decoder Transformer Transformer

Number of classes 87 166
Dataset (Japanese corpus) ROHAN ROHAN+ITA

CER 0.197 (katakana) 0.373 (mora-level)

4.1. Evaluation Metric
Character Error Rate (CER) was chosen as an eval-
uation metric. CER is a measure of the percentage
of incorrectly predicted characters. CER is calcu-
lated by the following Equation (4).

CER =
S +D + I

N
=

S +D + I

S +D + C
(4)

where S is the number of substitutions, D is the
number of deletions, I is the number of insertions,
C is the number of correctly recognized characters,
and N is the number of characters in the reference
(N=S+D+C), respectively.

4.2. Experimental Setup
Experimental setup for model training is shown in
Table 2. We employed AdamW (Loshchilov and
Hutter, 2017) as an optimizer. This method is an ex-
tension version of the widely-used Adam (Kingma
and Ba, 2014) algorithm in the field of deep learn-
ing, accomplishing a weight decay more effectively.
During the warm-up, the learning rate was set lower
than the value in Table 2 for the first 5 epochs, and
then gradually increased to the normal learning rate.
The number of epochs was set to 60 and the maxi-
mum number of frames to 1,600. The batch size is
defined by the number of frames. This means that
up to 1,600 frames of the data can be processed per
batch. The Hybrid CTC/Attention loss introduced
in Equation (1) was used as the loss function. A
single NVIDIA GeForce RTX 3090 machine was
used in this experiment.

4.3. Result and Discussion

4.3.1. Recognition performance

Effectiveness of inter-language transfer learning
We compared our proposed method to a scheme
without the inter-language transfer learning, in
which the entire lip-reading model network was
trained from scratch using Japanese data only.
Note that the other conditions, such as the model
architecture, dataset, pre-processing and hyper-
parameters for model training were the same as

those of the proposed method. The experimental
results are shown in Table 3.

Table 3 shows that the proposed method
achieved 8% lower CER than the competitive
scheme without transfer learning. It is thus found
that inter-language transfer learning with a small
amount of training data is effective for building a lip-
reading model in under-resourced environments,
using the pre-trained English high-performance lip-
reading model. As already mentioned, the English
pre-trained scheme recorded WER of 19.1% in the
LRS3 test dataset. Though we cannot directly com-
pare these results, it turns out that our proposed
method can achieve enough performance.

Regarding computational time, it took approx-
imately five hours to build the proposed model.
Training the competitive model needed almost the
same time. The fact that the proposed method
can be effectively built within practical time and no
significant difference between the proposed and
competitive schemes suggests its practicality and
efficiency.

Comparison of Japanese lip-reading methods
We also evaluated our scheme in Japanese lip-
reading; we focus on another baseline (Arakane
et al., 2022), in which the Japanese corpus ROHAN
and ITA (Koguchi et al., 2021) were used to develop
a conformer-based Japanese lip-reading model.
A comparison of the architecture and recognition
accuracy between our proposed method and the
baseline lip-reading model is presented in Table 4.
The front-end encoder part of the proposed method
was pre-trained using five English datasets, while
the baseline front-end encoder part was pre-trained
solely with the LRW dataset.

We tried to compare both results in CER. In the
former work they employed a mora-based recog-
nizer; in spite the number of moras varies in several
papers, they said the total number is about 170. On
the other hand, the number of Japanese katakana
characters used in our scheme is approximately
90. A mora is a basic phonological unit, and often
identical to a Japanese katakana character; how-
ever, there are differences in some units. Table 5
shows the difference between katakana notation
and mora-level notation in one sentence. Though it
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Table 5: The difference between katakana notation and mora-level notation.

is hard to directly compare the results, our method
achieved approximately 17% lower than the for-
mer baseline. Even taking the different numbers of
classes into account, the results suggest the sig-
nificant performance improvement achieved by our
proposed method.

4.3.2. Analysis of recognized sentences

Examples of recognition results obtained the pro-
posed and competitive methods as well as the cor-
rect transcription and corresponding English sen-
tence are shown in Table 6. Characters in red indi-
cate errors in substitution, deletion, and insertion.

Comparing the results of the proposed method
with the sentences from another scheme without
pre-training, it is found that the proposed method
can generate more accurate results, especially in
recognizing characters at the beginning of sen-
tences. It is also observed that our scheme can
more correctly recognize consecutive characters
having the same vowel sounds. On the other hand,
we sometimes found the same substitution, dele-
tion, and insertion errors in both results, indicating
that fine-tuning was not sufficient to avoid such
errors. Looking at the results in Table 6, we can
guess the meaning from the output of our proposed
scheme. This suggests our system may be useful
in practical use.

In conclusion, as also shown in the recogni-
tion performance, it is clarified that our proposed
method can generally output more correct sen-
tences, that are closer to the correct labels. This
means our approach is useful to compensate the
lack of training data in VSR, reaching better recog-
nition performance.

5. Conclusion

This paper proposed how to build a high-
performance lip-reading recognizer for under-
resourced languages based on inter-language
transfer learning. This scheme was inspired by the
success of the similar strategy in ASR. We applied

Table 6: An example of recognition results (Red
characters indicate recognition errors).

the technique to make a Japanese VSR system us-
ing a pre-trained English VSR model. Experimental
results show the effectiveness of our method in con-
structing a lip-reading model using a small amount
of video data. Finally, we achieved roughly 20%
CER performance, which may be acceptable in
practical use.

Our future work includes the application of our
scheme to the other languages. Through experi-
ments in different language and data settings, we
will clarify the effectiveness of our scheme in detail.
Employing Large Language Models (LLM) to fur-
ther improve the results is also interesting. Building
an AVSR system by combining our approach and
ASR will be explored.
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