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Abstract
In this paper, we present a novel dataset for the study of automated sexism identification and categorization on social
media in Turkish. For this purpose, we have collected, following a well established methodology, a set of Tweets and
YouTube comments. Relying on expert organizations in the area of gender equality, each text has been annotated
based on a two-level labelling schema derived from previous research. Our resulting dataset consists of around
7,000 annotated instances useful for the study of expressions of sexism and misogyny on the Web. To the best of our
knowledge, this is the first two-level manually annotated comprehensive Turkish dataset for sexism identification. In
order to fuel research in this relevant area, we also present the result of our bench-marking experiments in the area
of sexism identification in Turkish.
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1. Introduction
Sexism is defined as “prejudice or discrimination
based on sex; especially, discrimination against
women”.1 Past research has shown that everyday
sexism has a vast negative sociological and psy-
chological impact on people: On the one hand,
at the sociological level, it represents stereotypes
including gender status beliefs which are associ-
ated to social hierarchies and leadership statuses
(Ridgeway, 2001). On the other hand, there is a
demonstrated negative impact on psychological
well-being which affects self-esteem and leads to
anxiety and depression (Swim et al., 2001; Feigt
et al., 2022). There is an increasing interest in de-
tecting and handling sexist speech, particularly on
social media where anonymity and the sheer scale
of propagated messages makes moderation highly
difficult with existing manual moderation or filtering
methods.
Research on sexism identification on social media
has received considerable attention from the Nat-
ural Language Processing (NLP) community, with
abundant research efforts in languages such as En-
glish, Spanish, and Italian (Kirk et al., 2023; Fersini
et al., 2018; Rodríguez-Sánchez et al., 2021). How-
ever, low-resource languages (from the NLP per-
spective) such as Turkish have yet to be covered
in this relevant domain. Our work aims to fill the
existing gap in resources in the area of sexism iden-
tification in Turkish by releasing a new manually
curated two-level dataset for the NLP community.
The rest of the paper is organized as follows: In
section 2, we present an overview of the previous

1https://www.merriam-webster.com/dictionary/sexism

work in the field. In Section 3, we describe our
methodology to create the dataset. In Section 4, we
provide the results of our investigatory experiments
on the dataset. Finally, in Section 5, we give a
conclusion and an outline for future work.

2. Related Work
With the ubiquitous presence of social media plat-
forms in modern societies, the amount of con-
tent published over the years has exponentially
increased. In a free-speech digital world moder-
ation is of paramount importance, this is why de-
tecting hate speech has taken a central stage in
many social media platforms and news organiza-
tions, and automated tools for its identification are
nowadays prominent. However, research that fo-
cuses on specific types of hate speech such as
gender discrimination is still rather limited. One of
the earliest works in the field (Hewitt et al., 2016)
proposed a Twitter dataset where tweets were clas-
sified according to the presence of misogynistic
language as a form of abuse. A finer grain collec-
tion of tweets was later on proposed by (Anzovino
et al., 2018) with annotations in classes indicating
(i) Discredit, (ii) Stereotype and Objectification, (iii)
Sexual Harassment and Threats of Violence, (iv)
Dominance, and (v) Derailing. The AMI Automatic
Misogyny Identification shared task, for Italian and
English Tweets (Fersini et al., 2018) included misog-
yny identification and categorization as objectives.
The 2020 edition of AMI also proposed an analy-
sis of the models’ fairness in classification (Fersini
et al., 2020). For French, we highlight the Twit-
ter dataset created by (Chiril et al., 2020) which
follows a two-level annotation schema while, for
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Arabic, the misogyny multi-label annotated dataset
by (Mulki and Ghanem, 2021). We base our anno-
tation schema on the sEXism Identification in Social
neTworks (EXIST) shared task which covers Span-
ish and English languages (Rodríguez-Sánchez
et al., 2021).
With respect to Turkish datasets in the field, we
have identified the resource by (Çöltekin, 2020) on
abusive Turkish comments and the hate speech
dataset by (Beyhan et al., 2022). Moreover, (Tora-
man et al., 2022)’s dataset relates to offensive gen-
der topics and classifies them as hate, offensive or
normal. Our analysis indicates that none of these
Turkish datasets are solely focused on sexism iden-
tification and categorization.

3. Dataset
Given the lack of resources in the area for Turkish,
we have created the first dataset on sexism identi-
fication following a process of annotation schema
definition, data collection, expert annotation, and
consolidation.

3.1. Data Collection
Following an already established methodology,
data collection was carried out on X (formerly Twit-
ter) and Youtube using their respective APIs2 by
issuing several focused queries. For YouTube, pop-
ular music videos have been selected from which
we have extracted comments under the videos. To
gather tweets from Twitter API, generic query exclu-
sion criteria have been defined such as excluding
re-tweets or tweets including images and videos.
Queries were limited to the Turkish language with
emojis kept, as they might carry valuable informa-
tion. In addition, since Twitter Search API was
normalizing special Turkish characters (ğ, Ğ, ç, Ç,
ş, Ş, ü, Ü, ö, Ö, ı, İ), careful selection of keywords
was considered so as to discard words would mean
something different if normalized (e.g. ‘şık’ in Turk-
ish means ‘chic’ whereas the normalized version
‘s*k’ is a profane word.).
Queries were formed as a set of keywords and
hashtags identified as potentially falling under one
of the sexism categories, such as profane words
indicating sexual violence. Keywords selection was
based on various methods including not only com-
mon sense but also dictionaries created for gen-
der equality or offensive terminology, certain vi-
ral events which may trigger inappropriate com-
mentaries and additional keywords from initial test
queries that returned sexist comments. As an ex-
ample, a recent viral debate centered around the
repeal of the legal regulation known as the Istanbul
Convention, which addresses domestic violence
was chosen as it contained misogynistic comments.

2Note that our collection was carried out before the
restriction imposed by Twitter in recent months.

In addition, time plays an important role in text clas-
sification since particular topics may only occur in
specific time-period, dates were also considered
for the searches. The full list of search keywords is
provided along with the dataset.

3.2. Classification Schema
As the classification and categorization schema,
EXIST 2021: sEXism Identification in Social neT-
works classification was taken as the base refer-
ence and after some sample annotation trials, some
minor modifications were done in the terminology
and the definitions to adapt to cultural nuances
(Rodríguez-Sánchez et al., 2021). At initial annota-
tion trials, annotators labeled instances containing
any statement related to politics (e.g., the name of a
politician) as ideological, regardless of whether the
instance included any sexism. To provide more clar-
ity, a new terminology was introduced, for discred-
iting of the feminist movement as ’anti-feminism’.

• Sexism Identification: Level 1 class is de-
fined as ‘Sexist’ or ‘Not-Sexist’. Therefore,
anything that does not include concepts in the
sexism definition is classified as ‘Not-Sexist’.

• Sexism Categorization: Sexism is classified
in different categories. Definitions are based
on EXIST 2021 with minor modifications. See
Table 1 for examples of each type (in both
the original language Turkish (TR) and English
(ENG)).

Stereotyping, ideological thinking or domi-
nance: The text expresses false ideas about
women that suggest they are more suitable to fulfill
certain roles (mother, wife, family caregiver, faithful,
tender, loving, submissive, etc.), or inappropriate
for certain tasks (driving etc), or claims that men
are somehow superior to women.
Objectification: The text presents women as ob-
jects apart from their dignity and personal aspects,
or assumes or describes certain physical qualities
that women must have in order to fulfill traditional
gender roles (compliance with beauty standards,
hyper sexualization of female attributes, women’s
bodies at the disposal of men, etc.).
Misogyny and non-sexual violence / hatred to-
wards women: The text expresses hatred and
violence towards women.
Obscenity or Sexual violence: Sexual sugges-
tions, requests for sexual favors or harassment of
a sexual nature (rape or sexual assault) are made.
The examples in this category usually include the
highest level of profanity.
Anti - Feminism: The text discredits the feminist
movement, rejects inequality between men and
women, or presents men as victims of gender-
based oppression.
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Category Example

Stereotyping TR: @USER kadinlar mumkunse futbol konusmasin (@USER women should not
talk about football if possible)

Objectification TR: @USER Ablada tam ** +30 yaş üstü,evde kalmış kadın** sendromu var sanki.
Gereksiz asabiyet,kendisini çevresinden farklı sanması ve hayvanlı foto. (It’s like
she has the ** 30+ year old, spinster woman ** syndrome. Unnecessary irritability,
feeling different from her surroundings and a photo with animals.)

Misogyny TR: @USER Kadınların beyni yok ( @USER Women have no brains)

Obscenity TR: @USER S*X S*X. Tecavuz den kacinamazsan zevk alacaksin, hala anlayamad-
inmi ahmakk ( "@USER S*X S*X. If you can’t avoid rape, you will enjoy it, haven’t
you figured it out yet, idiot)

Anti feminism TR: @USER ... Erkekleşmiş, feminist kadın kılığında, kadinlıktan çıkmış, kadinlardan
uzak durun. ("@USER ... Behind every successful man there is a woman.. Stay
away from women who have become masculinized, disguised as feminist and
unfeminine.)

Table 1: Level-2 annotations for tweets in the dataset

Class # instances % instances
Not-Sexist 3167 45.8
Sexist 3748 54.2

Sexual Violence 1352 19.6
Stereotyping 1124 16.3
Misogyny 655 9.5
Objectification 468 6.8
Anti-Feminism 149 2.2

TOTAL 6915 100

Table 2: Dataset instances by category

3.3. Data Annotation
Based on EXIST (Rodríguez-Sánchez et al., 2021),
a data labeling guideline was adapted to our data
and refined after an annotation trial. Since annota-
tion on current annotation platforms such as Ama-
zon Mechanical Turk (AMT) demonstrated to be
rather ineffective, we hired the services of a non-
profit organization called "SistersLab"3 that works
for gender equality in the STEM fields. Their volun-
teers and experts, native Turkish speakers and in-
volved in gender studies or volunteer actively in the
field of gender equality, were engaged for the an-
notation process. For each instance in our dataset
(Tweet or Youtube Comment) at least 2 agreed
annotations have been requested for the target
schema. In case there was no agreement between
the first and second annotation a third annotation
was requested.
Our final dataset resulted in 6,915 instances of
which 54.2% is annotated as some type of ’sexist’
content. See 2 for the distribution of categories

3https://sisterslab.org/

in the dataset. Cohen’s Kappa (Cohen, 1960)
was used to calculate inter-annotator agreement
and resulted in a value of 0.68 for Level 1 which
refers to substantial agreement; and a value of
0.55 for Level 2 which refers to moderate agree-
ment. Lower inter-annotator agreement for Level
2 than Level 1 annotation is expected due to the
variety and complexity of the sub-types. Moreover,
as some text might include more than one sub-type,
even though the annotators have been advised to
choose the most dominant type it added more com-
plexity to the annotation process.

4. Preliminary Experiments
We have carried out a set of initial experiments
in order to evaluate the dataset for comment
classification experiments. Level 1 (sexism
identification) was used for binary classification
while Level 2 (sexism categorization) was used for
multi-class classification. F1-scores were used to
assess model performance. For the experiments
described below we applied a fixed train (90%)
and test (10%) partitions. Initially, we have tried a
Support Vector Machine (SVM) (Cortes and Vapnik,
1995) model (linear kernel, C = 0.1, gamma=’auto’)
training on a Term Frequency - Inverse Document
Frequency (TF-IDF) vectorization. We have also
used a neural network architecture bi-LSTM
feed with word embedding. More concretely,
the model consists of a word embedding layer
(embedding dimension=300) implemented with
a FastText (Joulin et al., 2016) model for Turkish
(’cc.tr.300.bin’) and a bidirectional Long Short-Term
Memory (bi-LSTM) (Graves and Schmidhuber,
2005) layer (epochs = 10, batch size = 32) which
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Model Level-1 Level-2
SVM 0.88 0.70
bi-LSTM 0.89 0.70
BERT (multilingual) 0.87 0.72
BERT (Turkish) 0.87 0.73

Table 3: Classification results with neural models

is capable of capturing contextual information in
both forward and backward directions.

Further experiments were run using Bidirec-
tional Encoder Representations from Transformers
(BERT) model (Devlin et al., 2018). The model
used was extracted from Simple Transformers NLP
(Wolf et al., 2020) library by HuggingFace 4.
A version of BERT for the Turkish language,
BERTurk (bert-base-turkish-cased)5 which is a
community driven BERT model, trained on various
Turkish corpora was used. And, for comparison,
we also applied the multilingual BERT (bert-base-
multilingual-cased)6 which is pretrained on the top
104 languages of Wikipedia.
In Table 3 we show results for experiments involving
neural networks which were trained with 90% of the
training data and evaluated with 10% of test data.
In Figure 1, we present the confusion matrix for
Level 1 classification (sexist / not-sexist) based on
the predictions of the SVM model which has 90%
train / 10% test data-set split.

Figure 1: Binary classification - confusion matrix

In Figure 2, we present the confusion matrix for
Level 2 classification. Number representations of
labels corresponds to the following classes: 0:Not-
Sexist, 1:Streotyping, 2:Anti-Feminism, 3:Misogyny,
4:Sexual Violence, 5:Objectification.
A manual error analysis was also done based on
false predictions corresponding to the SVM model.
Some of the findings and examples are as follows:

4https://huggingface.co/transformers/
5https://huggingface.co/dbmdz/bert-base-turkish-

cased
6https://huggingface.co/bert-base-multilingual-

cased

Figure 2: Multi-class classification - confusion ma-
trix

Opposing opinion to the hate speech: The writer
actually opposes to the sexist speech including the
sexist speech in the sentence. The below example
is predicted as ’Sexist’/’Stereotyping’; however it
is actually ’Not-Sexist’. In addition, the writer uses
this punctuation ’(!)’ to express irony.

(ENG) @USER They want her to give birth
to children and stay at home, not to work
or study like a man (!) "Break your knees
and sit at home", that’s what they want.
(TR) @USER İstiyorlar ki çocuk dogu-
rup evde otursun,erkek gibi(!) çalış-
masın,okumasın."Kır dizini otur evinde"
istedikleri bu.

Idiomatic expressions with sexist background
such as the example below is falsely labeled as
not-sexist whereas its actual label is sexist. This
example is sentimentally quite positive and not
a hate speech directed to women; however the
impression ’like a man’ itself is a sexist idiom.

(ENG): @USER You love like a man, my
friend
(TR): @USER Adam gibi seviyorsun
kankam

5. Conclusion and Future Work
We created a manually annotated corpus for
Sexism identification in Turkish on social media.
Our corpus consists of 6915 instances which 54%
of them contains a type of sexism. The dataset
is publicly available to the research community 7.
To the best of our knowledge, this is first compre-
hensive dataset focusing sexism identification in
Turkish. For future work, we would like to execute
further Turkish specific pre-processing, data
augmentation with language generation models
and training on ensemble models.

7https://github.com/smut20/Turkish_Sexism_Dataset
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