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Abstract
This paper tries to quantify the ethical dilemma of using culturally toxic training data to improve the performance of AI
tools for ultra low-resource languages such as Indigenous languages. Our case study explores the use of Bible data
which is both a commonly available source of training pairs for translators of Indigenous languages and a text which
has a trail of physical and cultural violence for many Indigenous communities. In the context of fine-tuning a WMT19
German-to-English model into a Guarani Mbya-to-English translator, we first show, with two commonly-used Machine
Translation metrics, that using only Bible data is not enough to create successful translators for everyday sentences
gathered from a dictionary. Indeed, even fine-tuning with only 3,000 pairs of data from the dictionary produces
significant increases in accuracy compared to Bible-only models. We then show that simultaneously fine-tuning
with dictionary and Bible data achieves a substantial increase over the accuracy of a dictionary-only trained
translator, and similarly happens when using two-step methods of fine-tuning. However, we also observed some,
measurable, contaminated text from the Bible into the outputs of the best translator, creating concerns about its release
to an Indigenous community. We end by discussing mechanisms to mitigate the negative impacts of this contamination.

Keywords: Machine Translation, Indigenous Languages, Domain Contamination

1. Introduction

One of the most common ethical concerns in the
development of Artificial Intelligence (AI) and Ma-
chine Learning (ML) systems are the presence of
toxic content in the training data which can some-
times spill over to the final systems (Abbasi et al.,
2022; Van Aken et al., 2018). The most advocated
solutions to the problem involve the removal of the
toxic elements from the training sets (Mehrabi et al.,
2021) or its detection and removal from the out-
puts of the system (Garg et al., 2023). However,
in the case of ultra-low resource (ULR) languages,
i.e. languages with so low resources that religious
texts such as the Bible comprise the largest source
of data (such as many Indigenous languages), the
exiguity of training data available creates an ethical-
technical dilemma since the removal of toxic train-
ing content may render the final system unfeasible
due to the lack of sufficient training data.

In this paper we address this dilemma in the con-
text of creating a Guarani Mbya-to-English machine
translation (MT) system for Indigenous communi-
ties in Brazil. The Guarani Mbya language is spo-
ken by approximately 8,000 people, mostly in the
South-Southeast area of Brazil, and, although be-
ing a language still actively spoken and well-studied,
it has very few sources of translated texts which
can be used to mine bilingual pairs of sentences
essential for the training of today’s ML translators.

State-of-the-art translators, such as the WMT19
German-to-English translator used in this work (Ng
et al., 2019), are trained with hundreds of millions of
sentence pairs, including original sources such as

translations of known books, web data, and synthet-
ically generated data based on linguistic knowledge.
In contrast, for most ULR languages, even finding
tens of thousands of bilingual pairs is difficult, of-
ten having to rely on dictionaries, tales and other
cultural narratives, and translations of religious ma-
terials such as the Bible and the Qur’an. Moreover,
given this lack of training data for ULR languages,
a popular technique to create AI tools for those
languages is to fine-tune a large language model
(LLM) with small amounts of data from the targeted
final language.

However, for Indigenous peoples in the Ameri-
cas, translations of the Bible are connected to a
history of violence to convert Indigenous peoples to
those religions (Franchetto, 2008) and to colonial-
ist practices (Stoll, 1982) and therefore negatively
viewed by many communities. As argued by Nunpa
(2020), a Dakota author, “the Bible was a tool for
the colonization process [...working] hand-in-hand
in the exploitation, subjugation, and continued op-
pression of the Indigenous Peoples of the U.S.”.
Similarly, Ogden (2005), a California Indian writer,
points out that “at the beginning of the colonization
process two tools of genocide were forced upon
Native people: the bottle and the bible.” Therefore,
we consider here the Bible, in the Indigenous con-
text, as a potential toxic source of training material,
that is, training data which can potentially pushes
ML systems and translators to produce undesirable
or offensive text.

At the same time, and also considering that the
Bible is a text sacred to millions of people in the
world, including to members of Indigenous com-
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munities, we use in this work the term culturally
toxic to strengthen the cultural context of the tox-
icity of the data. In fact, as noted by Sheth et al.
(2022), “... culture provides essential context to the
determination of any toxic content”, and therefore
we consider that it is more appropriate to refer to
the Bible as culturally toxic content in the specific
context of Indigenous languages of this paper.

We explore here different methods to use
Guarani Mbya data to fine-tune a WMT19 translator,
including about 3,300 sentences from a compre-
hensive dictionary and from a compilation of tra-
ditional tales (culturally non-toxic data) and 4,000
pairs from a translation of the New Testament of the
Bible (which is, in our view, culturally toxic data).
We also study whether multilingual approaches
such as fine-tuning with data from translation of
the Bible to related Indigenous languages, which
can provide more training data, help or hinder the
development of a Guarani Mbya translator able to
handle everyday sentences.

Ideally, AI systems for Indigenous languages
should not be biased by content from the Bible,
to not perpetuate even further the memory and im-
pact of past abuses. Therefore, avoiding biblical
data is the safest solution for this problem, an ethi-
cal decision which may cause diminished accuracy.
This work fills a gap of the research in this area by
studying the counter-balancing effects of Bible data
with additional commonly-available data such as
dictionaries, quantifying the impacts both in accu-
racy and output contamination, and discussing the
ethical impacts of the results.

Considering commonly-used metrics to measure
the quality of MT systems, our study found that fine-
tuning only with Bible data produces poor transla-
tors, significantly worse than fine-tuning only with
the non-toxic dictionary and tales data. However,
we also found that using a two-step fine-tuning pro-
cess, first with the culturally toxic and then with
non-toxic data, or simultaneously fine-tuning with
non-toxic and culturally toxic data, produces trans-
lators with the same quality for dictionary and tales,
which are, at the same time, also significantly better
for Bible content. We then did a detailed qualitative
analysis of 300 outputs of the mixed input transla-
tor, finding 2 clear cases and 12 other with content
potentially linked to the Bible (4.7%). We finish the
paper by discussing ways to mitigate the negative
effects of culturally toxic data.

This paper explores, in a quantitative way, an im-
portant ethical issue present in many scenarios of
ML tools for ULR languages and contributes by pro-
viding actionable data about the advantages and
disadvantages of the use of culturally toxic data.
This work also contributes to a deeper understand-
ing of fine-tuning methods by suggesting that di-
verse sources of fine-tuning data, even in very small

amounts, seem to have a large positive impact in
the performance of fine-tuned systems and at the
same time, are detectable in the outputs. The most
important contribution of this paper is the quantifica-
tion of the levels of performance improvement and
contamination which, although suggested in other
works, were never actually measured, especially
for very small fine-tuning datasets.

2. Related Work

Large Language Models (LLMs) are currently a big
trend in Natural Language Processing (NLP) and
one of the biggest promises of AI technology. Such
models have proved to be useful to speed up the
development of increasingly better applications for
problems such as text classification (Devlin et al.,
2019) and machine translation (Raffel et al., 2020).
More recently, the potential of LLMs was delivered
to the masses with the release of LLM-based per-
sonal assistants such as ChatGPT (OpenAI, 2022).

The main approach behind LLMs consists of
training a Transformer neural network (Vaswani
et al., 2017), or only a part of it, on large amounts
of self-supervised data, relying on auto-regressive
and masked language modelling learning objec-
tives (Devlin et al., 2019; Liu et al., 2020a; Raffel
et al., 2020; Chowdhery et al., 2022). Then, an LLM
can be used directly for a downstream application
either in a zero-shot manner or by passing instruc-
tions in the input, what is usually called prompt
engineering/tuning (Liu et al., 2023).

Another way to employ LLMs is fine-tuning its
parameters to more specific downstream datasets,
so that the knowledge of the base, general-purpose
language model is transferred to a more specific
problem, usually involving a more restricted do-
main (Zhou and Srikumar, 2022; Arase and Tsujii,
2019). In comparison, fine-tuning is usually more
costly than prompt tuning since it requires adjust-
ing parameters of the model and that can be a
computationally-intensive job. On the other hand,
fine-tuning might be the only option for some cases,
for instance teaching a new language to an LLM, or
getting the best out of very small training datasets.

2.1. Fine-Tuning LLMs
Since the goal of fine-tuning is to transfer knowl-
edge from a general-purpose model to a more spe-
cific task, the fine-tuning process normally involves
two steps (Wei et al., 2022). The first step consists
of pre-training a neural network with self-supervised
data (Devlin et al., 2019; Brown et al., 2020). Next,
in the second step, its parameters are fine-tuned on
a downstream dataset with annotated data for appli-
cations such as classification, question answering,
machine translation (Raffel et al., 2020).
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Another approach that is gaining popularity is
to conduct intermediate steps of fine-tuning be-
fore generating a final model, an approach usually
referred to as intermediate training or intertrain-
ing (Ein-Dor et al., 2022). Intermediate training
can be done by using additional pre-training steps
with self-supervised domain specific data (Pruk-
sachatkun et al., 2020) or by fine-tuning a model on
a larger dataset, usually related to the downstream
dataset, before the final downstream fine-tuning
(Phang et al., 2019; Gururangan et al., 2020).

2.2. Multilingual Training

Aiming at improving translation quality for low-
resource languages, multilingual training emerged
as a sought-after solution. This method consists
of using corpora of multiple languages at once, to
leverage shared linguistic features among diverse
but related languages (Aharoni et al., 2019; Dabre
et al., 2020).

The way multilingual training is implemented de-
pends on the stage at which it is used, and the
final task. Multilingual datasets can be used during
pre-training often by mixing data from several lan-
guages in a single training set (Liu et al., 2020b; Xue
et al., 2021). When handling downstream datasets,
such as machine translation corpora, one can rely
on creating multi-way translations where the source
or target language is usually specified (Dabre et al.,
2019; Mueller et al., 2020).

The Bible is a document which have transla-
tions for several languages in the world, including
many Indigenous languages. For this reason, the
Bible has been used to test the feasibility of current
NLP tools for such languages, and multiple works
with low-resource languages have shown that such
content can help the construction of MTs, particu-
larly multilingual ones, and often as an additional
source (Mayer and Cysouw, 2014; Bollmann et al.,
2021; Vázquez et al., 2021; Nagoudi et al., 2021;
Adelani et al., 2022). In the case of Indigenous
languages, exploring such a source of data is an
important option given the scarceness of data and
the common availability of translations of the Bible.
However, the use of the Bible in the context of In-
digenous languages is problematic, not only due to
its association to a history of abuse and colonialism
but also because the translation process is often
marred with poor quality and a Western-centred
view (Franchetto, 2008; Stoll, 1982).

This paper contributes in quantifying to which ex-
tent using the Bible as training data is beneficial and
harmful in terms of generating texts at inference
time, considering cultural issues of Indigenous com-
munities with this document.

3. Working Ethically with Indigenous
Languages and Communities

Working with Indigenous communities and lan-
guages is the subject of specific guidelines and
legal issues. Mihesuah (1993) gives a comprehen-
sive set of guidelines for research with US American
Indigenous communities. Straits et al. (2012) is an
example of research guidelines on how to engage
in research with Native US American communi-
ties, both in more traditional research and cases
where technology development and deployment
is involved. Besides the ethical considerations,
there are specific legal and regulatory procedures
which have to be followed in different countries and
when working with specific Indigenous communi-
ties (Harding et al., 2012). Specific provisions are
needed related to data ownership and sovereign
rights since those concepts may be understood
differently by the community (Harding et al., 2012;
Sahota, 2007).

The use of technology for documentation and
vitalization is discussed as part of the UNESCO
engagement framework known as the Los Pinos
Declaration1. For AI-related work, a good proposal
is the The Indigenous Protocol and Artificial Intel-
ligence (A.I.) Working Group (Lewis et al., 2020),
the result of two workshops with Indigenous lead-
erships, linguistic professionals, and computer re-
searchers.

We follow here the methods proposed by Pin-
hanez et al. (2023) to mitigate and control the neg-
ative effects of using religious texts in Indigenous
contexts by creating a “containment process” where
the team was made aware of the potential harmful
aspects of the culturally toxic data for Indigenous
communities. Also, we do not plan to make avail-
able this data or the created prototypes and tools
publicly, as a way to avoid unwanted releases. Re-
searchers interested in checking or duplicating our
results can contact us to access the data and code
under strict conditions.

This work is related to a collaboration with the
Tenondé Porã Indigenous community in the South
of São Paulo City, comprising about 3,000 etnical
Guaranis who use the Guarani Mbya as their pri-
mary language. The collaboration has focused on
the creation of writing-support tools for high-school
native students fluent both in Guarani Mbya and
Portuguese.This collaboration informs the use of
Guarani Mbya as the language in this study.

1https://www.worldindigenousforum.com/
products/los-pinos-declaration-chapolte
pek-outcome-document

https://www.worldindigenousforum.com/products/los-pinos-declaration-chapolte
https://www.worldindigenousforum.com/products/los-pinos-declaration-chapolte
pek-outcome-document
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4. The Datasets Used in the Study

In this study we considered two datasets which
cover two extremes of the toxicity versus perfor-
mance dilemma. The first one, Dictionary, consists
of limited non-toxic data, with a small number of sen-
tences with a large proportion of short sentences.
The second one, Bibles, contains translations of
the Bible and, as mentioned, can be considered a
culturally toxic dataset in the Indigenous languages
context, but it is larger and contains longer and
more elaborated sentences than the former.

4.1. The Dictionary Dataset

Sentences from three different sources were used
in the construction of Dictionary dataset. The first
source was a set of Guarani Mbya short stories with
1,022 sentences, also available in Portuguese and
English (Dooley, 1988a,b). The second comprises
245 texts extracted from PDF files with a pedagog-
ical character (Dooley, 1985). The third source
was Robert A. Dooley’s Lexical Guarani Mbya dic-
tionary (Dooley, 2016), a reference work for the
language, from which we extracted 2,230 sentence
pairs, and the reason why the dataset was named
Dictionary. The last two sources contained sen-
tence pairs in Guarani Mbya and Portuguese only.
We converted them to English using a Portuguese-
to-English commercial translation service. We have
permission from the author to use this data.

After concatenating the data from the three
sources, we cleaned it, removing some non-
alphanumeric characters (e.g. *, ≫, •) and normal-
izing Unicode values. Then, the Dictionary dataset
was split into training and test sets and finalized
by removing repeated sentences in each set and
cross-contamination between sets, totaling 3,155
and 300 sentences pairs, respectively.

4.2. The Culturally Toxic Bibles Dataset

We use in this work translations of the New Testa-
ment of the Bible, a book which comprises about
7,000 sentences in its English versions, to 39 In-
digenous languages spoken in Brazil. Brazil has
been home to about 270 Indigenous languages
according to the Census of 2010, the last com-
prehensive assessment of linguistic diversity in
Brazil (IBGE, 2010). These languages are spo-
ken by approximately 800 thousand people (IBGE,
2010), half of them living in Indigenous lands.
Storto (2019) provides a good overview of the his-
tory, structure, and characteristics of Brazilian In-
digenous Languages (BILs). Almost all of those
languages are considered endangered (Moseley,
2010). We adopted here the Indigenous language
classification, nomenclature, and data from the

Name Acron Branch Family Speakers Train Test Total
Bororó bor Macro-Jê Bororó 1035 1861 202 2063
Apinayé apn Macro-Jê Jê 1386 877 75 952
Kaingáng kgp Macro-Jê Jê 19905 5695 917 6612
Kayapó txu Macro-Jê Jê 5520 2669 510 3179
Xavánte xav Macro-Jê Jê 11733 1275 342 1617
Karajá kpj Macro-Jê Karajá 3119 2828 333 3161
Maxakali mbl Macro-Jê Maxakali 1024 5566 905 6471
Rikbaktsa rkb Macro-Jê Rikbaktsa 10 3560 710 4270

Mawé maw Tupi Mawé 8103 6381 970 7351
Mundurukú myu Tupi Mundurukú 3563 3110 190 3300
Guajajára gub Tupi Tupi-Guarani 8269 4956 934 5890
Guaraní (West Bolivia) gnw Tupi Tupi-Guarani NA 5263 970 6233
Guaraní (East Bolivia) gui Tupi Tupi-Guarani NA 5263 924 6187
Guaraní Kaiowá kgk Tupi Tupi-Guarani 24368 3034 479 3513
Guaraní Mbyá gun Tupi Tupi-Guarani 3248 6340 970 7310
Guaraní (Paraguay) gug Tupi Tupi-Guarani NA 5196 970 6166
Ka'apor urb Tupi Tupi-Guarani 1241 3380 436 3816
Kaiabi kyz Tupi Tupi-Guarani 673 2187 280 2467
Nheengatu (LGA) yrl Tupi Tupi-Guarani 3771 5035 691 5726
Tenharim pah Tupi Tupi-Guarani 32 3215 844 4059

Jamamadí-Kanamanti jaa no branch Arawá 217 4759 715 5474
Kulina Madijá cul no branch Arawá 3043 4319 697 5016
Paumarí pad no branch Arawá 166 3653 372 4025
Apurinã apu no branch Aruak 824 6329 970 7299
Palíkur plu no branch Aruak 925 6137 904 7041
Paresí pab no branch Aruak 122 6381 970 7351
Teréna ter no branch Aruak 6314 6381 970 7351
Wapixána wap no branch Aruak 3154 5081 853 5934
Kadiwéu kbc no branch Guaikurú 649 4523 793 5316
Apalaí apy no branch Karib 252 5548 970 6518
Bakairí bkq no branch Karib 173 4000 317 4317
Hixkaryána hix no branch Karib 52 4270 472 4742
Makuxi mbc no branch Karib 4675 4900 940 5840
Nadëb mbj no branch Makú 326 5213 811 6024
Nambikwára nab no branch Nambikwára 951 2774 844 3618
Kashinawá (Peru) cbs no branch Pano-Tacanan 3588 2136 130 2266
Tukano tuo no branch Tukano 4412 3750 846 4596
Yanomámi guu no branch Yanomámi 12301 1283 196 1479
Tikúna tca no branch no family 30057 3097 386 3483

TOTAL 39 3 16 169201 162225 25808 188033

Indigenous Languages # Aligned Sentences

Table 1: Indigenous languages and corresponding
size of the datasets used in the study. Language
name, branch, family, and number of speakers (con-
sidering only who speak the language at home in
an Indigenous land in Brazil) according to the table
1.13 of the Indigenous data of the Brazilian census
of 2010 (IBGE, 2010).

2010 Brazilian Census by IBGE (IBGE, 2010) and
language acronyms according to ISO 639-3.

Table 1 lists the 39 Indigenous languages used
in this work which includes 36 languages spoken
primarily in Brazil and 3 other Guarani languages
used mostly in Paraguay and Bolivia but also spo-
ken in some areas in Brazil.

The Bibles dataset consists of 188,033 parallel
verses from the New Testament in English and
their translations into these 39 Indigenous lan-
guages. The parallelism among translations of the
same verse were done by the authors. We are
aware that some of those translations were per-
formed by non-specialists and have linguistic prob-
lems (Franchetto, 2008, 2020; Stoll, 1982). Also,
since some of those translations were created as
part of efforts to convert Indigenous peoples to
Western religions, in particular to different forms of
Christianism, such translations of the Bible are of-
ten not only associated to different forms of cultural
abuse and violence to Indigenous communities but
also, in many ways, are connected to orthographies
of domination (Franchetto, 2008) and to question-
able practices of indoctrination (Stoll, 1982). That
is the main reason for referring to this dataset as
culturally toxic in this work, since the use of this
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data can result in MT systems which reproduce the
language that is associated to cultural violence for
Indigenous communities.

The Bibles dataset was split into training and test
sets, considering the Matthew chapter for testing
and the remaining content for training. As Guarani
Mbya is the language under study in this work, all
translators were evaluated in the test set of this
language which comprises 970 sentences.

5. The Fine-Tuned Models

The models used in this study were obtained
by performing different fine-tunings of the WMT19
model (Ng et al., 2019), which is a 315M-parameter
German-to-English machine translator pre-trained
with about 28M pairs of translated sentences and
more than 500M back-translated sentences. We
have also evaluated other LLMs for this task, such
as mBART and mT5, but WMT19 presented the best
results in terms of translation quality with these very
small datasets. We suspect that, given that Guarani
Mbya and most of the Indigenous languages related
to this work were not included in the pre-training
of either LLM, a smaller model is more suitable for
this scenario with ULR languages involved.

As a baseline, we rely on the zeroshot model,
consisting of the original German-English WMT19
model without any fine-tuning. This model enables
us to evaluate any intrinsic bias which the pre-
training process may have introduced. Next, we
describe the different fine-tuned models.

5.1. The Bibles-Tuned Models
Using only the Bibles training set, we generated
three different models based on directly fine-tuning
WMT19: mbya, the WMT19 model fine-tuned with
only the Guarani Mbya data from the Bibles training
set;TGf, the WMT19 model fine-tuned with Bibles
data from 10 languages of the Tupi-Guarani linguis-
tic family, (Guarani of Paraguay and Bolivia (2);
Guarani Kayowá, Guarani Mbya; Ka’apor, Kaiabi,
Nheengatu, Guajajára, and Tenharim, aiming to
take advantage of the geo-linguistically similarity
of those languages; and all, the WMT19 model
fine-tuned with data from all the 39 Indigenous lan-
guages of the Bibles training set.

These models help evaluating the impact of multi-
lingual fine-tuning of language models with the use
of culturally toxic data only. In this case, mbya is the
simpler bilingual model and TGf and all are multi-
lingual models with different number of languages.
Although the former rely on less languages than
the latter, i.e. only 10 languages versus 39, the use
of linguistically similar languages is expected to
optimize the gains with multilingual training. Thus,
one goal is to show the improvements, if there is

any, of using more languages. But another goal is
to understand if the use of such data magnifies the
contamination of this type of data.

The three models considered different subsets
of the Bibles dataset for training. The mbya model
performed the WMT19 fine-tuning using only the
Guarani Mbya sentences, 6,340 pairs. The TGf
model is fine-tuned with 43,869 pairs of sentences
from 10 Tupi-Guarani family languages. Finally, the
all model is generated based on a multilingual
fine-tuning approach which considers all Indige-
nous languages available, totaling 162,225 training
pairs. All models were fine-tuned considering a
batch size of 32 and learning rate of 2.10−5 de-
caying to 2.10−6 according to a cosine function.
Number of epochs from 2 to 100 were evaluated.
50, 5 and 20 epochs were selected for mbya, TGf
and all models, respectively.

5.2. The Dictionary-Tuned Models

Using the data from the Dictionary training set,
we generated four additional models: dict, the
WMT19 model fine-tuned with Dictionary data;
mbya>dict, the mbya model fine-tuned a sec-
ond time with Dictionary data; TGf>dict: the TGf
model fine-tuned a second time with Dictionary
data; and all>dict: the all model fine-tuned a
second time with Dictionary data.

Notice that while dict was obtained by a direct
fine-tuning process on top of WMT19 with no Bibles
data, the other three models use a two-step pro-
cess where Bibles data was employed in a first
training step and the resulting model was then fine-
tuned on Dictionary data. The goal was to evaluate
how the introduction of culturally toxic data in in-
termediate training steps affects the quality of the
translator and how much contamination of problem-
atic data is still present after the fine-tuning with
Dictionary data, considering three different levels
of multilingualism. Fine-tuning hyper-parameters
were adjusted considering 32-sized batches and a
learning rate of 2.10−5 which decays to 2.10−6 in 50
fine-tuning epochs according to a cosine function.

5.3. Both-at-Once Model

Finally, we trained mbya+dict, consisting of the
WMT19 model fine-tuned with Guarani Mbya data
from the Bibles training set and Dictionary data at
the same time, simultaneously. The goal is to under-
stand the gains and perils of using culturally toxic
together with non-toxic data compared to the use of
culturally toxic data in two-step training fine-tuning
processs. The same fine-tuning hyper-parameters
of the Dictionary-tuned models were considered
here but for 100 epochs.
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WMT19 original only Bibles data dictionary Bibles then Dictionary both-at-once
METRIC TEST SET 0shot mbya TGf all dict mbya>dict TGf>dict all>dict mbya+dict

BLEU Dictionary 1 ± 2 7 ± 7 4 ± 3 6 ± 5 11 ± 12 15 ± 15 14 ± 14 15 ± 16 15 ± 17
Bibles 1 ± 1 24 ± 22 11 ± 12 16 ± 14 3 ± 2 11 ± 10 7 ± 7 8 ± 8 28 ± 24

chrF Dictionary 12 ± 4 20 ± 11 17 ± 9 19 ± 9 25 ± 16 32 ± 18 29 ± 18 31 ± 20 32 ± 20
Bibles 15 ± 3 46 ± 18 32 ± 13 39 ± 14 21 ± 5 35 ± 11 29 ± 9 32 ± 10 50 ± 20

Table 2: Performance in the Dictionary and Bibles test sets of the original WMT19 model and its fine-tuning
into 8 models using different training data sets.

6. Performance Evaluation

We relied on standard machine translation (MT)
evaluation methods to compare the different mod-
els. That is, we evaluated MT metrics on both
Bibles and Dictionary datasets and we quantita-
tively measured the impact of each fine-tuning
method on both culturally toxic and non-toxic test
data with automated MT evaluation metrics.

We used two metrics to evaluate the results: the
BLEU metric which is the BLEU score computed
with the SacreBLEU Python package (Post, 2018);
and the chrF metric (Popović, 2015) which, al-
though being a metric for poly-synthetic languages,
has been widely applied in recent works with low-
resource languages. For the two metrics, we com-
puted the average and standard deviation over the
score of each sentence in the two test sets created
from the Dictionary and Bibles datasets.

6.1. Results
For the 9 models used in this study, we per-
formed an evaluation with the BLEU and chrF met-
rics of the outputs of both the Dictionary and the
Guarani Mbya Bibles test sets (referred, for sim-
plicity, as the Bibles test set throughout the end of
the paper). Table 2 shows the average and stan-
dard deviations of the zeroshot, the Bibles-tuned
models (mbya, TGf, and all), with only Dictio-
nary data (dict), intermediately fine-tuned with
Bibles data and then fine-tuned with Dictionary
data (mbya>dict, TGf>dict, and all>dict)
and with Bibles and Dictionary simultaneously
(mbya+dict) when evaluated with the Dictionary
and Bibles test sets for the two metrics.

6.2. Findings and Discussion
We focus first here on the results when using
the Dictionary test set which correspond to the
generic use of the translator for everyday activi-
ties as shown in table 2.

For the two metrics, the zeroshot has an ex-
tremely low performance and it is the worst model,
especially when compared to the models fine-tuned
with Dictionary data. This was expected since this
is basically a German-to-English translator. The
poor results are, however, an evidence that the

original WMT19 translator was not exposed to the
Guarani Mbya language in its training process.

Also, the performance of the three models fine-
tuned with Bibles data is poor, as expected since
they were trained with the very specialized vocab-
ulary and style of biblical verses. This becomes
clearer when we compare the dict model to them:
the average accuracy is considerably improved.
Although dict has a large standard deviation, it
is significantly better than the other four models
(p < 0.001) for all 2 metrics, using standard one-
tailed Student t-tests.

When we consider the three two-step models
(marked with >dict), gains of about 16% to 36% in
accuracy are seen over dict. The t-tests confirm
that each of those models are significantly better
than dict (p < 0.001). The best nominal perfor-
mance is achieved with the both-at-once model,
mbya+dict, in all metrics and test sets, although
there is no statistically significant difference to the
two-step models.

The results with the Dictionary test set seem to
show, with high confidence and for all metrics, that
the best results were achieved by the fine-tuning
of the WMT19 model with the two types of data. We
discuss in the next sections both the quality of the
outputs generated by those models, the level of
contamination from the culturally toxic data, and
the ethical and practical implications of it.

But before doing so, we would like to point out
that the results for Bibles test set are very sim-
ilar, except that the performance of the dict is
not as good, as expected, and that simultaneous
fine-tuning with Dictionary data (mbya+dict) sig-
nificantly improves the performance (7-16%) over
the best Bibles model (mbya), with a similar stan-
dard deviation. Fine-tuning simultaneously seems
to be a good generic strategy.

The results also indicate that multilingual strate-
gies (TGf, all) do not pay off, first as it requires
more effort both to obtain the data and to convince
different Indigenous communities, which may be
historically distant, to use their language in the
same model, while it produces worse results than
Bilingual (mbya and mbya+dict.

Finally, the fine-tuning in the second domain (Dic-
tionary) reduces the performance in the Bibles test
set of the first domain: in all evaluations with the
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models
EXPECTED OUTPUT FROM TEST SET mbya OUTPUT BLEU chrF dict OUTPUT BLEU chrF mbya+dict OUTPUT BLEU chrF
long ago there lived a giant. there were two men in the crowd. 13 30 long ago there lived a giant. 100 100 long ago there lived a giant. 100 100
one day he went to the woods again. then one of them went to the other side of 

the lake. 13 32
one day he went again to the woods.

46 76
and so one day he went again to the woods.

36 73

when he arrived at his house, he said to his 
wife, "can there be anyone who can hunt 
like me?"

when he came to the tomb, he said to his 
mother, how can i not know where i am. 17 30

when he got home, he said to his wife, "could 
it be that i'm from here?" 37 38

when he got home, he said to his wife, 
"couldn 't i find the ring?" 32 39

when he fell, he hit his back on the ground 
and died then and there.

so then, how much more will the earth 
bear down on him than the earth will bear 
down on him.

3 21
as he fell, he hit his forehead on the rock.

32 38
and as soon as he touched the ground, he 
died too. 7 30

years ago when i was a child, i didn't know 
the language of non-indians.

i have not been able to speak the word of 
the one who sent me into heaven. 3 13

years ago when i was a lot younger, i didn 't 
know what to do with the books. 29 48

years ago when i was a child, i did not 
understand the meaning of portuguese. 52 54

when my brother went, saw a snake. when he came to my house, he saw me. 6 18 my brother went out to see the snake. 22 56 my brother went and saw the snake. 24 61
one day, one of them said to his younger 
brother, now then, i'm going to the woods.

then one of them said to him, look, i am 
going to die. 22 40

one day he said to his brother-in-law, "now i 'll 
go to the woods." 19 26

then one day he said to his brother, "now i 
'll go to the woods." 21 45

there comes an inhabitant of the hare 
village.

you are one of the twelve living creatures.
10 20

there comes the hare from the hare.
15 38

there comes the tapixi village.
15 43

each time the giant went to the woods, he 
would kill two or three peccaries.

but the one who comes after him will eat 
the bread, and the bread will come out of 
his mouth.

2 20
he went very early to the woods to kill two 
coatis, one of whom was a shotgun. 11 32

this giant will go every day to the woods 
and kill two or three people. 22 48

is your father at home? but what do you want me to do for you 0 15 have you come yet? 8 16 your father is? 23 52
he grabbed him by his arm so he went up to heaven with his brother. 5 12 he took his brother -in -law there. 7 12 then he took hold of the indian in the sky. 4 9
when evening came, the birds were singing 
and singing, but the indian was still stuck.

but the spirit of the spirit is in the spirit, 
and the spirit is in the spirit. 5 17

and then it was the turn to eat the birds, both 
of which were indians. 6 35

and the one who drinks the spirit remains 
in it, though the spirit remains. 3 17

you changed arbitratriously what you were 
to pay me.

if i am a believer, i will be a believer in you 3 9 if you guys believe me, i will believe you. 5 11 you will defraud me even more. 6 12
even though his face got completely 
bloodied, he smiled.

now the world was divided into three 
parts. 4 12

that type of wound has already healed lit., it 
has already healed lit., it already has peel. 2 14

he had bruising on his face.
9 17

who come with lower and higher people; and all who are in the world and all who are 
in the world 4 17

has a lot of faith in him.
0 10

low-cost and high-cost carriers also must 
go; 7 25

dict mbya+dictmbya

Table 3: Examples of outputs of the mbya, dict, and mbya+dict models with BLEU and chrF scores and
the expected output from the test set; segments which are associated with biblical texts and expressions
are marked in red.

Bibles test set, the performance of the models only
trained with Bible data significantly decreased after
they are fine-tuned with Dictionary data.

7. Output Quality Evaluation

Our previous experiences with fine-tuning transla-
tors for Indigenous languages has taught us the
importance of qualitatively checking the outputs
generated by such systems (anonymous). In the
study of this paper, we focused the qualitative eval-
uation of the results mainly on the issue of con-
tamination of the outputs with elements from the
culturally toxic data used in the fine-tuning which is,
in this case, verses from the the New Testament.

The question is whether, when tested with the
approximately 300 sentences from the Dictionary
test set, the different translators we created would
produce output which contained, explicitly or not,
typical words or language from the Bible. In partic-
ular, we were interested to determine whether the
best translator, mbya+dict suffered from this prob-
lem. We performed this analysis manually, reading
every generated translation, comparing it with the
expected translation, and marking cases where
there were possible issues. We also looked for typ-
ical biblical words in the generated sentences such
as “Jesus”, “God”, “cross”, “disciples”, etc. In some
cases, we also performed a search in the Internet
using suspicious parts of the outputs, looking for
possible matches with biblical texts.

Table 3 shows 15 examples from this evaluation
process. As a reference, in table 3 we also include,

for each of the 15 examples, the output of the Bibles-
trained mbya translator, where we expected lots of
contaminations, and of the dict translator, where
we would expect no contamination. The examples
shown cover an ample range of the two metrics.

All examples from mbya in table 3 seem to have
contamination (marked in red) and none in the
dict outputs. It also shows one example in the
mbya+dict outputs which has been considered
as a possible case of contamination, since the out-
put “and the one who drinks the spirit remains in it,
though the spirit remains.” has a resemblance to
the John 6:56 verse “The one who eats my flesh
and drinks my blood resides in me, and I in him.”.

The qualitative evaluation of all of the 300 out-
puts of the mbya+dict for the Dictionary test set
yielded that 14 (4.7%) of the 300 outputs may have
some level of contamination, including only 2 obvi-
ous cases where the word “Jesus” appeared. The
14 outputs are shown in table 4. We considered
as contaminated outputs examples where words
such as “prayer”, “dove”, “bagel” were produced;
and expressions such as “washed his feet”, “blind
eye to evil”, and “if I die, I die”, whose degree of
connection to the Bible is questionable.

8. Ablation Studies

We also performed an ablation study to determine
how critical is the size of the training set in the
performance of the dict model. To do that, we
fine-tuned the WMT19 model with 500, 1,000, and
1,500 pairs extracted randomly from the Dictionary
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input in Guarani Mbya expected output generated by mbya+dict BLEU chrF
ha'e vy je ojuka jevy mboapy tapi'i. he killed three tapirs he killed three of the jesus, 24 61
yvy ku'i rataxĩ dust. a bagel of dust. 21 64
jaye'o 'rã kova'e poryko let's take out the stomach of this pig. i will pronounce this pig. 18 24
ha'e gui ma je ita ova oĩ va'e gui je peteĩ ava ramigua okẽ 
oipe'a jekuaa .

then he saw something like a man open a door in the rock 
cliff.

then just as the stone was coming out of the tomb, 
something like a man opened the door. 14 49

ha'e va'e ava poapẽ va'e ma je ogueraa nhande'i va'e omerã . the "claw-man" took the indian home to be her husband. this man took the indian and brought him to life.
13 36

ha'e rã je ipy jevy oja . but his foot stuck too. once again he washed his feet. 8 13
enhoẽ eme yaku tyrã pa remoakỹmbaxe vi tupa? don't spill the tea or do you want to wet the bed 

completely?
do you not untie the strap of your sandals or sandals?

7 17

nhaxi' ũ oixu'u oke va'e the pernilongs bit the one who was sleeping. the dove dove. 5 6
xapy'a-py'a py rive nda'u mba'emo vai oiko nhandere? will it be by chance that bad things happen to us? have we not turned a blind eye to evil? 4 13
ha'e ndaxyi va'e rire ndoui va'erãgue if he wasn't sick, it wouldn't have come. if i hadn 't been born, i would have never been born. 4 23
xepoano va'e rire if you had treated me I would have been cured. if i die, i die; 4 4
ha'e gui ka'aru ma guyra'i onhe'ẽ-nhe'ẽ ma teĩ nhande'i va'e 
oĩ tema ha'e py .

when evening came, the birds were singing and singing, but 
the indian was still stuck.

and the one who drinks the spirit remains in it, though the 
spirit remains. 3 17

ha'e vy tu porami rei xeayvu: "você que ta veio já que risada 
guaraní," ha'e rive.

i said something like, "you what came already what laugh at 
guaraní."

he was very pleased with the way he talked about it: "we 
could have bought a hat that would belong to jesus." 3 17

yvyra kyxĩa 'y sawing cable. small tree with adjective subordinate prayer; 0 11

Table 4: Outputs of the mbya+dict model which were identified as possible cases of contamination;
segments which are possibly associated with biblical texts and expressions are marked in red.

Ablation tests dictionary only (dict)
metric test set 500 1000 1500 3000

BLEU Dictionary 6 ± 6 7 ± 7 8 ± 10 11 ± 12
Bibles 2 ± 1 2 ± 1 3 ± 2 3 ± 2

chrF Dictionary 16 ± 8 18 ± 11 20 ± 13 25 ± 16
Bibles 16 ± 4 18 ± 4 20 ± 4 21 ± 5

Table 5: Ablation results: performance in the Dictio-
nary and Bibles test sets of the WMT19 model when
fine-tuned with 500, 1000, and 1500 pairs and the
full Dictionary training set.

training set and compared to the performance of
the dict model. The results are shown in table 5.
The dict significantly outperformed the other three
models, in a quasi-linear improvement in accuracy
as the number of training pairs increased. That
suggests not only that the amount of data is key to
improve performance but also that there is room
for improvement in the current models if more pairs
like the ones in the Dictionary dataset are available.

9. Final Discussion

This paper presents a study of the trade-offs of us-
ing non-toxic (dictionary and tales) and culturally
toxic (biblical texts) data in the fine-tuning of LLM-
based translators of ULR languages. The results
in the development of a Guarani Mbya-to-English
translator showed that the use of data from the
Bible can generate significant improvements over
the use of only dictionary-based data in a context
with similar amounts of both. In particular, training
simultaneously with the two types of data achieved
best results, about 30% better than using dictionary
data only but similar to two-step processes. A qual-
itative analysis of the results of the best translator
showed, however, 2 cases and other 12 of possible
contamination, or about 4.7% of 300 test outputs.

From the results described, it is clear that there

is some level of potentially culturally toxic contami-
nation in the best translator we could build for the
Guarani Mbya language, due to the use of data
from the the Bible for fine-tuning. In many ways,
identifying and quantifying the extent of this prob-
lem is our main role as technologists and the next
steps are to communicate clearly to the communi-
ties involved in our findings, provide ideas on how
to mitigate the issues, and wait and respect their
decision about using the contaminated translator.

Based on those findings we would advise against
its release in broader contexts and would recom-
mend its use only in tightly controlled situations
where negative effects can be mitigated. Of course,
following the ethical guidelines also discussed in
the paper, we leave the final decision to the In-
digenous communities involved. We abide to the
belief that the decision of whether to use a transla-
tor for an Indigenous language has to be done by
the people who speak the language, fully informed
and, whenever possible, as participants in the pro-
cess (Mihesuah, 1993; Sahota, 2007; Straits et al.,
2012), as outlined in the Los Pinos Declaration2.

The results also suggest that more training data
is needed. However, as it is the case of most ULR
languages, there are few other sources available.
We intend to explore the use of those other sources
such as academic works and to work with the com-
munity to create with them more data. Another
possible direction is to explore the use of synthetic
data which can be generated by working with lin-
guists and language experts from the community
to create reliable synthetic language generators.

We finish by acknowledging how honored we are
to be working with the extensive cultural and lin-
guistic heritage of the Indigenous peoples of Brazil.

2https://en.unesco.org/sites/default/files/los_pinos
_declaration_170720_en.pdf.
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10. Ethics Statement

In this work we have found that the translator fine-
tuned simultaneously with dictionary and bible data
is significantly better than the one only tuned with
sentences from the dictionary. At the same time,
the manual evaluation of the results showed that
about 4.7% of the outputs had possibly some con-
tamination, including two clear cases.

Some of those contaminated outputs may be
avoided by a filtering system which looks for words
often associated with biblical texts and exclude
those translations. This would probably take care
of the obvious cases but certainly not all (Van Aken
et al., 2018; Abbasi et al., 2022).

These results should inform the decision of de-
ploying or not the better but contaminated translator.
Ultimately, this decision belongs to the communities
interested in the tool. In situations where transla-
tors are immediately and highly needed, our advice
would be to deploy it but to restrict its use to mem-
bers which clearly understand the risks involved
and establish, possibly with our help, a monitor-
ing system to measure the translator behavior over
time. As a more generic tool, available for a larger
population, especially of non-Indigenous people,
we would not advice its use, since it may occasion-
ally misrepresent the culture and possibly be con-
sidered offensive. In this latter case, it seems safer
to deploy the translator based only on dictionary
data and, with the permission of the community and
its users, gradually collect more data and improve
its performance.

Also, for similar reasons we cannot share publicly
neither the datasets nor the models created in this
study without the knowledge and clear acceptance
of the Guarani Mbya-speaking people.
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