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Abstract
Recent advances in neural networks based language representation made it possible for pretrained language
models to outperform previous models in many downstream natural language processing (NLP) tasks. These
pretrained language models have also shown that if large enough, they exhibit good few-shot abilities, which is
especially beneficial for low-resource scenarios. In this respect, although there are some large-scale multilingual
pretrained language models available, language-specific pretrained models have demonstrated to be more accurate
for monolingual evaluation setups. In this work, we present BERTbek - pretrained language models based on the
BERT (Bidirectional Encoder Representations from Transformers) architecture for the low-resource Uzbek language.
We also provide a comprehensive evaluation of the models on a number of NLP tasks: sentiment analysis, multi-label
topic classification, and named entity recognition, comparing the models with various machine learning methods as
well as multilingual BERT (mBERT). Experimental results indicate that our models outperform mBERT and other
task-specific baseline models in all three tasks. Additionally, we also show the impact of training data size and quality
on the downstream performance of BERT models, by training three different models with different text sources and
corpus sizes.

Keywords: BERT, language modeling, Uzbek language, natural language processing; low-resource lan-
guages

1. Introduction

The approaches towards natural language process-
ing (NLP) applications have seen a rise in pre-
trained large language models (LMs) on large unla-
beled data to solve downstream NLP tasks over the
last years. These pretrained LMs are then usually
used in zero-shot or few-shot setups, being fine-
tuned to fit the LM output to a specific NLP task,
often achieving state-of-the-art performances (Rad-
ford et al., 2018; Devlin et al., 2019; Yang et al.,
2019; Lample and Conneau, 2019). One of the
most popular approaches used to create these
LMs relies on using Transformers-based architec-
tures (Vaswani et al., 2017), such as BERT (Devlin
et al., 2019), GPT (Radford et al., 2018), as well as
XLM (Lample and Conneau, 2019), among many
others. Especially, BERT has been particularly in-
fluential, due to its early adoption and success in
a range of downstream NLP tasks in English and
other languages.

Along with monolingual models, multilingual mod-
els have been developed for the same kind of ar-
chitectures, like multilingual BERT, XLM (Lample
and Conneau, 2019), and XLM-RoBERTa (Con-
neau et al., 2019). These multilingual models are
interesting because they have been proven to per-
form well for cross-lingual transfer-learning (Wu
and Dredze, 2019). However, they also have some
problems: (1) Multilingual pretrained LMs could not

outperform their monolingual counterparts in mono-
lingual evaluation settings (Virtanen et al., 2019;
Safaya et al., 2020; de Lima et al., 2022); (2) Multi-
lingual language models require larger vocabulary
size and number of training parameters, thus requir-
ing more GPU performance and time to fine-tune
them; (3) Creating LMs trained on quality data is
important for reliable evaluation (Melis et al., 2017;
Xu et al., 2022), especially when the size and diver-
sity of non-English data involved are considered in
pretraining multilingual models (Pires et al., 2019).

Apart from the fact that these neural pretrained
LMs are favored in terms of their better perfor-
mance, they can be pretrained just on raw texts,
reducing the reliance on large amounts of labeled
data, which works in favor of low-resource scenar-
ios where such data is scarce (Kryeziu and Shehu,
2022). For the above-mentioned reasons, besides
English, monolingual BERT models have been
trained for different languages: rich-resourced ones
such as Spanish (Canete et al., 2020), Russian (Ku-
ratov and Arkhipov, 2019), and Portuguese (Souza
et al., 2020); as well as low-resource languages
like Galician (Vilares et al., 2021), Maltese (Micallef
et al., 2022), Armenian, Kazakh, or Tamil (Tsai et al.,
2019).

In this work, we present BERTbek - openly avail-
able pretrained BERT-based language models for
Uzbek, a low-resource language like the major-
ity of other counterparts in the Turkic family. We
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first collect raw text corpora from different sources
like Wikipedia and news websites, then pretrain
BERT language models with different text sources
and sizes. We also evaluate the models perfor-
mance in number of downstream NLP tasks, such
as sentiment analysis, multi-label text classifica-
tion, and named entity recognition, against various
task-specific baseline models, including multilin-
gual BERT. Our experiments indicate that not only
the size, but also the quality and source of the
training text directly affect the downstream perfor-
mance of the pretrained models. Also, BERTbek
monolingual models not only outperform their mul-
tilingual counterpart, but also other task-specific
neural models without pretraining in all the evalu-
ated tasks. All the code used in this work is openly
available at the project’s GitHub repository1 and
the BERTbek models have been uploaded to the
HuggingFace Models Hub2.

2. Related Work

The evolution of current transfer learning tech-
niques dates back to word (or sub-word) level vector
representations, such as word2vec (Mikolov et al.,
2013), GloVe (Pennington et al., 2014), and fast-
Text (Bojanowski et al., 2017), among the most pop-
ular models for generating static word embeddings.
These models were trained on large unlabeled lan-
guage corpora using shallow neural networks (Ben-
gio et al., 2000; Collobert and Weston, 2008). A
limitation of these traditional techniques is that they
could only encode non-contextualized word repre-
sentations, which is an issue to describe words with
same spellings (homographs), words that have dif-
ferent meanings based on the context they appear
in (polysemous), or simply to model rich in-context
representations for words within a sentence. This
was addressed by the more advanced methods pro-
posed, for instance, by ELMo (Peters et al., 2018)
and Flair (Akbik et al., 2018) embeddings, which
use recurrent neural network (RNN) architectures
to obtain richer context-sensitive embeddings.

More recently, word vector contextualization
has shifted towards large pretrained LMs with
deep transfer learning techniques, after the suc-
cessful introduction of the attention-based Trans-
former (Vaswani et al., 2017) architecture. One
popular example is the BERT model presented by
Devlin et. al (Devlin et al., 2019), a bidirectional
encoder representation model using Transformers.
For pretraining, BERT models optimize two lan-
guage objectives, namely masked language mod-
eling (MLM) and next sentence prediction (NSP),

1https://github.com/elmurod1202/
BERTbek

2https://huggingface.co/elmurod1202/
bertbek-news-big-cased

where the former training objective tries to predict
a word hidden with a special label ([MASK]) in a
given sentence (also known as Cloze task), and the
latter predicts the logical or contextual connection
between two sentences.

The success of the BERT model that was origi-
nally trained in English together with its multilingual
variant (mBERT, trained using more than a hundred
languages in one big model) has also attracted
attention from research communities in other lan-
guages. As a result, a number of monolingual pre-
trained BERT models for many other languages
were released, e.g., Russian (Kuratov and Arkhipov,
2019), Arabic (Antoun et al., 2020), Czech (Sido
et al., 2021), or models for specific subdomains
of English, such as medical sciences (Lee et al.,
2020), or finance (Yang et al., 2020), to name a
few. Also, various studies have taken place to study
the way in which BERT-based models encode the
language knowledge in its deep architecture (Lin
et al., 2019; Ettinger, 2020), or syntax-sensitive
phenomena (Vilares et al., 2020).

Furthermore, a number of successors of BERT
were proposed with various optimization methods
to the original model, while maintaining similar per-
formance results. For instance, RoBERTa (Liu
et al., 2019) proposes an improved recipe for train-
ing BERT models that suggests training on longer
sequences and dynamically changing the masking
pattern. The paper also reports that training the
model with bigger data and for longer time improves
the model performance on NLP benchmarks. An-
other recent work, called ALBERT (Lan et al., 2020),
proposed a BERT-based model with lesser compu-
tational cost, by reducing the number of training pa-
rameters (25M less than the base model) that helps
to both use less memory space and train faster.
Performance enhancement was also achieved by
introducing cross-layer parameter sharing and re-
placing the NSP training task with a sentence order
prediction (SOP) one.

Regarding the focus language of this work, the
Uzbek language is included in multiple multilingual
pretrained LMs, such as mBERT (Devlin et al.,
2019), XLM-RoBERTa (Conneau et al., 2019),
and mT5 (Xue and et, 2020), where the texts
were collected from Wikipedia and CommonCrawl.
Mansurov and Mansurov (2021b) developed a
monolingual pretrained LM based on BERT archi-
tecture, named UzBERT, with very much like pa-
rameters as the original BERT-base model (12-
layers, 110M parameters, 30K vocabulary size,
MLM and NSP training objectives). UzBERT was
pretrained using news corpus collected from web-
sites in Uzbek language, covering various domains
like economics, law, literature and agriculture, to-
talling around 140M words. A main downside of
the UzBERT model is the choice of alphabet to

https://github.com/elmurod1202/BERTbek
https://github.com/elmurod1202/BERTbek
https://huggingface.co/elmurod1202/bertbek-news-big-cased
https://huggingface.co/elmurod1202/bertbek-news-big-cased
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collect training text, where authors used Cyrillic,
which is an old alphabet of Uzbekistan with many
websites, books, and even official documents still
available (Salaev et al., 2023; Madatov et al., 2022).
This leaves alternative space to create BERT-based
language model for Uzbek, in particular in the offi-
cial Latin script.

3. BERTbek Models

This section includes brief information about the
Uzbek language and the steps taken to train the
BERT models for Uzbek, like data collection, vo-
cabulary creation and pretraining.

3.1. Uzbek Language
Uzbek (native: O’zbek tili) belongs to the Eastern
Turkic or Karluk branch of the Turkic language fam-
ily, also referred as Northern Uzbek language to
not to mistake it with the Southern Uzbek, which
is another variety of Uzbek spoken by an ethnic
Uzbek minority in Afghanistan (which together with
northern Uzbek, they form one macrolanguage). It
is the only national and the first official language of
Uzbekistan (Sharipov et al., 2022; Madatov et al.,
2023). Uzbek is spoken by more than 30 million
speakers inside Uzbekistan alone, and more than
ten million elsewhere in neighbouring Central Asian
countries, the Southern Russian Federation, as
well as the North-Eastern part of China (Salaev
et al., 2022b). Although it is the second most widely
spoken language among Turkic languages (right
after the Turkish language), it is considered as a
low-resource language due to scarce availability of
NLP resources and tools (Matlatipov et al., 2022;
Sharipov and Yuldashov, 2022).

3.2. Training Data Collection
To provide a sufficiently large and varied text cor-
pus for pretraining the BERT model, we collected
Uzbek texts from two primary sources: Wikipedia
and news data.

Wikipedia corpus. The Wikipedia corpus was
collected from the Uzbek version of Wikipedia 3,
more specifically, from the 2022-01-20 dump 4

with around 124K articles. For extracting raw text
and cleaning, the wikiextractor tool 5 was
used. Post-cleaning process was used to clean
the collected texts as some of the articles in Uzbek
Wikipedia contained words in Latin script with some

3https://uz.wikipedia.org/wiki
4https://dumps.wikimedia.org/uzwiki
5https://github.com/attardi/

wikiextractor

of letters mixed with their homoglyphs 6 in Cyrillic.
For this, we identified articles that contain homo-
glyphs in Cyrillic, and replaced with their correct
alternatives in Latin. Although encyclopedic data,
such as Wikipedia, are a common choice to create
text corpus in NLP (Nothman et al., 2013; Virtanen
et al., 2019; Vilares et al., 2021) for its coverage
of various topics and genres, Uzbek Wikipedia has
many articles that were created by bots that used
either automatically translated text or articles gener-
ated from predefined structures. Another downside
of this source is the fact that the majority of the
Uzbek Wikipedia articles were bulk imported from
Uzbek Encyclopedia (Aminov et al., 2000-2006)
directly, which were written in a terse style with
an abundance of abbreviations to save printing
space (Mansurov and Mansurov, 2021b). All these
factors mentioned above result a corpus with a
lower data quality.

News corpus. The News corpus was collected
from ‘Daryo’ 7, the most popular news portal in
Uzbekistan 8, using the Scrapy web crawler tool 9.
Around 200K articles were collected from Daryo
news in various domains, such as sport, tech, law,
economics, health, etc. Daryo offers the same
news article in two scripts, Cyrillic and Latin, we
collected only Latin ones. For only the minority of
the news data that were not available in the Latin
alphabet, we collected the Cyrillic ones, and translit-
erated them into the Latin scheme using a Python
machine transliteration tool for Uzbek (Salaev et al.,
2022a). This collection of texts serves as a good
quality corpus, due to the structural variety and com-
plexity of the sentences, and the cleanliness of the
texts contained in it compared to the Wikipedia cor-
pus. We also decided to use this news data in two
forms, first we took all of the collected data (around
200K articles) and named it as ‘News-big’, then we
took another smaller part of it (around 56K articles)
that was cut down to the size of our Wikipedia cor-
pus (both having roughly 9.7M tokens) and named
it ‘News-small’. Overall, having these Wikipedia
and two forms of news corpora allows us to use
them for training three different BERT models and
achieving this work’s two main goals: (i) Compare
how data quality affects over models trained with
two corpora of the same size (using Wikipedia and
News-small); (2) Analyse how the training data size

6Homoglyph (a term from ortography or typograpy) is
one of two or more characters, with shapes that appear
identical or very similar. In the case of Uzbek Wikipedia,
it was caused by bad transliteration practice from Cyrillic
to Latin when creating articles.

7https://daryo.uz
8https://www.uz/uz/stat/visitors/

ratings
9https://scrapy.org

https://uz.wikipedia.org/wiki
https://dumps.wikimedia.org/uzwiki
https://github.com/attardi/wikiextractor
https://github.com/attardi/wikiextractor
https://daryo.uz
https://www.uz/uz/stat/visitors/ratings
https://www.uz/uz/stat/visitors/ratings
https://scrapy.org


36

affects the model performance over two models
trained on the same data source but different sizes
(using News-big and News-small).

In both corpus sources, the titles were also in-
cluded alongside the article body. To make sure
that none of the texts used for evaluation were
not seen during the training the BERT models, all
the sentences used in the sentiment analysis and
named entity recognition experiments (these exper-
iments are explained thoroughly in Section 4) were
removed from all three corpora. More about the
detail size comparisons of all corpora can be seen
in Table 1.

Table 1: Number of articles, sentences and tokens
in each corpus.

Corpus name Articles Sentences Tokens
Wikipedia 120K 2M 9.7M
News-small 56K 0.8M 9.7M
News-big 190K 2.6M 32.5M

3.3. Pretraining
Here we explain the steps taken for vocabulary
generation and pretraining the BERT models.

3.3.1. Vocabulary Generation

Pretraining a language model requires a vocabu-
lary of sub-word pieces with a set size for a lan-
guage to tokenize training texts using that vocabu-
lary, where most common tokens are described in
one piece, lesser common ones can be described
using a combination of smaller word-pieces, and
the least common or not seen ones get a speci-
fied label (UNK). We generated a dedicated BERT
vocabulary for Uzbek, by gathering all raw data
we collected (Wikipedia and news) and tokenized
it using BERT WordPiece tokenizer, following the
same setup that was used in the original English
tokenizer. We use cased vocabulary, since casing
is an important aspect for some NLP tasks, such as
the named entity recognition task we use in the ex-
periments. For the size of the vocabulary, we chose
30K word pieces, following the common practice of
other monolingual BERT models, like English (De-
vlin et al., 2019), Spanish (Canete et al., 2020),
or Russian (Kuratov and Arkhipov, 2019). Similar
vocabulary size (32K) was also used by Turkish
BERT 10, a language in the same family. For this
reason, we use the vocabulary with the same size
(30K) further in all training and experiments in this
work, leaving the topic of finding the optimal vocab-
ulary size and its effect on the model performance
for Uzbek and other Turkic languages for a future

10https://github.com/stefan-it/
turkish-bert

work. We set the minimum frequency limit of the vo-
cabulary down to two, because of the agglutinative
nature of Uzbek where words are used in various
inflectional and derivational forms, hence lowering
the word-form frequency.

3.3.2. Pretraining Parameters

As determining the impact of training data size and
quality to the overall BERT model performance is
one of the key contributions of this work, we trained
three different BERTbek models with different data
sources and sizes, which are named as follows:

• BERTbekWiki model, trained using around
120K articles extracted from Uzbek Wikipedia;

• BERTbekNews−Small model, trained using
news corpus, limited to only 56K articles (con-
taining the same number of tokens as the pre-
vious BERTbekWiki one);

• BERTbekNews−Big model, trained using the
same news corpus, but with all 190K articles
collected from Daryo.

The first 95% of the texts were taken as a train-
ing set and the remaining 5% were used as a dev
set in all three cases. In the case of news cor-
pus, the domains of the articles (new categories)
were also considered to provide the same diver-
sity for both sets. For most of the training hyper-
parameter setup, and all of the codes used, we fol-
lowed the original BERT paper for all three models.
We trained models on Masked Language Model-
ing (MLM) task using 12 transformer layers, 768
hidden dimensions and 12 attention heads. 30K
size of vocabulary described above was used for
the tokenizer. The Adam optimizer with decoupled
weight decay (Loshchilov and Hutter, 2017) was
used with a learning rate set to 1e-4 with 10,000
warm-up steps.

The transformers library by HuggingFace (Wolf
et al., 2020) was used to train each model using
a PC with two NIVIDIA GeForce RTX 3090 GPUs
(24GB each) for around 18 days until they reached
3M steps (the BERTbekNews−Big model was later
trained further to assess the performance gain, this
will be discussed in Section 5).

4. Experiments and Results

This section describes the evaluation results of the
pretrained BERTbek models by fine-tuning them
for three different downstream NLP tasks, namely
sentiment analysis, topic classification, and named
entity recognition. We fine-tuned the models pre-
trained in the previous section for our target tasks.
For this step we again used specific classes pro-
vided by the transformers library (unless explicitly

https://github.com/stefan-it/turkish-bert
https://github.com/stefan-it/turkish-bert
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stated, default parameters were used) and the train-
ing and dev sets of datasets were used for fine-
tuning.

4.1. Datasets for Downstream Tasks
Sentiment analysis. The dataset we used for this
evaluation task was obtained from the work of Kuriy-
ozov et.al. (Kuriyozov et al., 2022), in which the
authors present two datasets: the first comprises
about 4.5K reviews extracted from Google’s An-
droid app store 11 reviews in Uzbek and manually
annotated (hence called “Manual dataset”);
and the second dataset is automatically translated
from around 8.5K movie reviews in English into
Uzbek, with minor manual corrections (and called
“Translated dataset”). Both datasets are an-
notated with binary sentiment classification (posi-
tive and negative labels for each review).

The splits provided for both datasets in the origi-
nal paper were only training and test sets, but no
development one, so we redivided the datasets and
split them into train, dev, and test splits with 0.5 x
0.2 x 0.3 ratio, respectively, to use the dev set for
fine-tuning.

Topic classification. There is no officially avail-
able multi-label text classification dataset for the
Uzbek language, so we followed the dataset cre-
ation methodology of Rabbimov et.al (Rabbimov
and Kobilov, 2020) and created a new one from our
news corpus. The Daryo news articles come with
metadata that indicate what news category each
article belongs to. There are more than 50 different
categories associated with various amounts of ar-
ticles in the corpus. We regrouped the articles by
merging the smaller article categories in the same
domain into one big category (like ‘Auto’, ‘Gad-
gets’, ‘Technology’ were grouped as one ‘Tech’ cat-
egory, and ‘Show-business’,‘Cinema’,‘Music’ were
grouped as ‘Media’, etc.), to simplify the dataset
with labels down to ten, and also helping to reduce
the imbalance between the samples of different
categories.

Also, when choosing articles to create a dataset
for this task, we made sure that no article ap-
pears as a source of BERTbek model pretrain-
ing in at least two models (BERTbekWiki and
BERTbekNews−small models), which we used for
evaluation. The detailed information regarding all
the news categories, as well as the number of arti-
cles are reported in Table 2.

We split the created dataset into train, dev, and
test sets with 0.5 x 0.2 x 0.3 ratio, respectively. We
also made sure that each set would get news texts
equally distributed over all the categories.

Named Entity recognition. For this task we use

11https://play.google.com/store/apps

Table 2: Names, number of articles, and names of
subcategories included per category.

Category Articles Category Articles
Local 49404 Media 3067
World 43909 Culture 3040
Sport 19375 Science 1541
Tech 8470 Health 889
Misc 3318 Food 405

TOTAL: 133418

the UzNER dataset 12 that consists of 300 news
articles with around 95K tokens in total, balanced
over ten different domains, such as Sport, Tech,
Media, Science, etc. The same news text source as
our news corpus was used for the UzNER dataset
and it contains roughly 7K named entities (12% of
the overall tokens in the dataset) over six named
entity labels: Organisation (ORG), person (PER),
location (LOC), date (DATE), time (TIME), as well
as miscellaneous (MISC). We use the original splits
provided by the dataset with training, evaluation,
as well as testing sets with 0.5 x 0.2 x 0.3 ratios,
respectively.

4.2. Baseline Models

We use mBERT (official base model 13) as a base-
line model to compare the performance results in
all three tasks. The other models used for each
specific task are described below.

Text classification tasks. We evaluate from
traditional bag-of-words models to sequential bidi-
rectional neural network architectures. We applied
the same methodology to both datasets, only dif-
ference being the number of labels to be predicted
for each one: for the sentiment analysis task, we
used a dataset with two labels (positive and neg-
ative), whereas the topic classification dataset we
generated from the news texts uses ten different
labels.

More specifically, the baselines used for compar-
ison are:

• LRWord−ngrams: Logistic regression with
word-level n-grams (unigram and bi-gram bag-
of-words models, with TF-IDF scores);

• LRCharacter−ngrams: Logistic regression with
character-level n-grams (bag-of-words model
with up to 4-character n-grams);

• LRWord+Char−ngrams: Logistic regression
with word and character-level n-grams (con-

12The UzNER dataset was taken from a work that is
not publicly available yet. We will share this information
upon acceptance in the Appendix.

13https://huggingface.co/
bert-base-multilingual-cased

https://play.google.com/store/apps
https://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/bert-base-multilingual-cased


38

catenated word and character TF-IDF matri-
ces);

• RNN : Recurrent neural network without pre-
trained word embeddings (bidirectional GRU
with 100 hidden states, the output of the hid-
den layer is the concatenation of the average
and max pooling of the hidden states);

• RNNWord−embeddings: Recurrent neural net-
works with pretrained word embeddings (pre-
vious bidirectional GRU model with the SOTA
300-dimensional FastText word embeddings
for Uzbek (Kuriyozov et al., 2020));

• CNN : Convolutional neural networks (multi-
channel CNN with three parallel channels, ker-
nel sizes of 2, 3 and 5; the output of the hidden
layer is the concatenation of the max pooling
of the three channels);

• RNN + CNN : RNN + CNN model (convolu-
tional layer added on top of the GRU layer);

For the detailed description of methodology se-
tups, parameters, and the code of the above-
mentioned models, readers are advised to refer to
the original sentiment analysis dataset paper (Kuriy-
ozov et al., 2022). That paper also presents eval-
uation results for these baseline models, but we
cannot compare those results with our models’ per-
formance, since we used different splits. For this
reason, we reproduced all the methods and calcu-
lated results using the same splits we used for our
model evaluations.

All three BERTbek models were used for evalua-
tion in the sentiment analysis task, but we skipped
out the BERTbekNews−big model in the topic classi-
fication task to provide a fair comparison, since the
dataset of the latter task was part of its pretraining
text source.

Named entity recognition. Besides multilingual
BERT (mBERT), we also compare the BERTbek
models’ performance using following models with
neural network architectures, as baseline models
for this task:

• LSTMWord: Word sequence layer with bi-
directional LSTM encoder;

• LSTMChar+Word: Word sequence layer on
top of charaqter sequence layer, using bi-
LSTM for both layers;

• LSTMChar+Word + W.emb.: Character and
word bi-LSTM sequence layers (as previous)
with external pretrained word embeddings;

• LSTMChar+Word +W.emb.+ CRF : Charac-
ter and Word bi-LSTM sequence layers with
pretrained word embeddings (as previous) and
CRF output layer;

The (LSTMWord) model uses a single layer,
the rest of the baseline models use two neural
sequence layers of bi-directional long short-term
memory (LSTM) encoder. Since it is bi-directional,
both the left-to-right and right-to-left sequence in-
formation are captured, and the final two hidden
states are concatenated. Character sequence layer
takes character embeddings as an input, while
word sequence layer takes character sequence rep-
resentations (output of the previous layer) concate-
nated with word embeddings. Word embeddings
are randomly initialized in the case of the first two
models (LSTMWord and LSTMChar+Word), but
starting from LSTMChar+Word + W.emb. model,
they are replaced by pretrained Uzbek FastText
word embeddings (Kuriyozov et al., 2020). The
LSTMChar+Word + W.emb. + CRF model has
the same setup as the previous one, only with
CRF output layer instead of softmax. All the
models were built, trained and evaluated using
NCRF++ 14 neural sequence labeling toolkit. The
rest of the model setup, such as embedding sizes
(word_emb_dim=300, char_emb_dim=30), train-
ing parameters (Adam optimizer for all models but
LSTMChar+Word+W.emb.+CRF one, which uses
SGD) as well as hyperparameters (learning rates,
hidden dimensions, dropouts) were chosen accord-
ing to the best performance using an evaluation
performed on the development set.

4.3. Results
Sentiment analysis. The results of the sentiment
analysis experiment are reported in Table 3. All
three of our BERTbek models performed well in
this task, outperforming the results of all but one
of the methods previously studied by Kuriyozov et.
al. 2022, and our BERTbekNews−Big model has
achieved the state-of-the-art results in both manual
and translated datasets with 92.25 and 87.05 F1-
scores, respectively. It is also worth mentioning that
the RNN model performed better than BERTbek
models in terms of precision score, but was low
on recall, the opposite also applies to some other
baseline models (LRWord+Char−ngrams, RNN +
CNN ).

Topic classification. The evaluation results of
BERT models for this task for all categories 15 is
given in Table 4. Performance results (F1-score)
for each category gives better understanding of
how models perform based on each text domain,
and its relation with the various sizes of the training
data per label.

14https://github.com/jiesutd/NCRFpp
15Since the label attached to each document in the

dataset is also the category name of the news article
that makes up that document, we use terms ‘label’ and
‘category’ interchangeably in this task.

https://github.com/jiesutd/NCRFpp
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Table 3: Sentiment analysis evaluation results on
two datasets: Manually collected app reviews of
small size, and movie reviews translated from En-
glish with bigger size. F1-score (F1), Precision
(Prec) and Recall (Rec) metrics are reported. The
best performing model results for each metric are
highlighted.

Model Name F1_Manual F1_Trans-d
LRWord−ngrams 88.82 84.89
LRChar−ngrams 90.38 85.78
LRWord+Char−ngrams 91.97 86.39
RNN 88.19 84.69
RNNWord−embeddings 90.01 85.54
CNN 89.38 85.24
RNN + CNN 90.67 85.70
mBERT 91.31 85.48
BERTbekWiki 91.14 85.74
BERTbekNews−Small 91.41 85.59
BERTbekNews−Big 92.25 87.05

The BERTbekWiki model performs mostly on
par with mBERT due to the same source and sim-
ilar size of Uzbek texts used for training, and the
BERTbekNews−Small model outperforms both in
majority of the categories. Scores have a large
variability range per category and all three models
followed a similar pattern. The number of articles
reported as reference indicates that not only the
big size of documents enhances the performance
results (the cases of ‘Local’ and ‘World’), but also
the uniqueness of the terminology used in the cate-
gory context regardless of the limited availability of
training data (like in the cases of ‘Food’ and ‘Sport’).
Moreover, the models struggled to predict the cor-
rect label for categories with wider domains that
include various text contexts, in the cases of ‘Misc’,
‘Media’, and ‘Science’ categories.

Table 5 presents the overall evaluation results
for topic classification, compared with the base-
line models. The BERTbekNews−Small model
achieves the highest result in this task with a F1-
score of 73.31, outperforming the next highest
model result by at least 0.5 points (RNN +CNN ).
In terms of F1-score, although our BERTbekWiki

model (71.41) performed better than linear re-
gression and mBERT models, it still lacked beind
a couple of other baseline models, such as
RNNWord−embeddings and RNN + CNN .

Named entity recognition. For all the evalu-
ations in this task, we do not consider the non-
entity tokens (labeled as “O”). The results indi-
cate that the BERTbekWiki model handled loca-
tion (LOC) and time (TIME) entities better, while
the BERTbekNews−Big model performed best for
organisation (ORG), person (PER), as well as mis-
cellaneous (MISC) entities with F1-scores of 67.1,
91.2 and 58.57, respectively. Overall, all models

achieve high scores for most of the entities, and the
cases where models struggled can be explained by
the very limited amount of entities appearing in the
dataset (in the case of TIME, with only 45 entities in
total), and the broad range of domains covered by
a single entity (in the case of MISC, which includes
all data regarding nationality, currency, percentage,
metrics, etc.).

Overall NER results of all BERTbek and baseline
models are reported in Table 6. In this task, only the
BERTbekWiki model achieved at least one point
less score (for all metrics reported) than mBERT
among all the tested BERT models. On the other
hand, the BERTbekNews−Big model has achieved
the state-of-the-art results in this task with 78.69
F1-score, outperforming the next best model by at
least 1.5 points.

5. Discussion

In this section, we discuss some of the tendencies
the BERTbek models possess that were found in
the evaluation tasks, such as the effect of pretrain-
ing data size and quality to the overall performance
of BERT models.

Data size and quality. We trained two BERT-
bek models with the same training data size
(BERTbekWiki and BERTbekNews−Small mod-
els) but different sources of text (Wikipedia and
news data, see Section 3.2) to then analyse
the models’ performance. Although both mod-
els were trained using the same setups, the
BERTbekNews−Small model reached better results
than the BERTbekWiki one in all three NLP tasks
we evaluated. Especially, it outperformed the alter-
native by at least two F1-score points in topic clas-
sification and NER tasks. This can be explained by
a number of factors that lower the data quality of
the Wikipedia corpus, such as many articles with
the same structure that were created using bots as
well as bulk import of articles from Uzbek Encyclo-
pedia without correcting their terse style (Mansurov
and Mansurov, 2021b). Overall, it can be inferred
that data quality plays an important role in training
BERT models.

Moreover, to analyse the performance dif-
ferences of BERTbek models regarding train-
ing data size, two models were trained us-
ing the same text source and setups, but
with different sizes: BERTbekNews−Small and
BERTbekNews−Big models with around 10M and
32.5M tokens, respectively (reported in Table 1). As
a result, the BERTbekNews−Big model, that was
trained using a corpus more than three times larger,
outperformed not only other BERTbek models, but
also all the other task-specific baseline models in
all tasks we evaluated in this work, becoming the
state-of-the-art model. This indicates that training
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Table 4: Topic classification F1-scores for each news category for two of our BERTbek and multilingual
BERT (mBERT) models. Number of articles per category is also reported for reference. Best scores per
category are highlighted.

Models Lo
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# of articles 49404 8470 3318 19375 43909 3067 405 889 3040 1541
BERTbekWiki 93.48 72.49 65.43 96.36 92.68 38.53 92.00 60.79 61.50 40.87
BERTbekNews−Small 94.54 76.48 67.56 97.17 93.36 49.47 92.37 60.50 60.68 40.98
mBERT 93.49 74.36 64.64 96.13 92.59 47.35 91.13 48.72 56.57 42.16

Table 5: Topic classification evaluation results for
BERTbek and baseline models. F-score (F1), pre-
cision (Prec.) and recall (Rec.) scores are reported,
best scores for each metric are highlighted.

Model Name F1 Prec. Rec.
LRWord−ngrams 60.32 75.81 54.01
LRCharacter−ngrams 66.33 76.43 58.59
LRWord+Char−ngrams 68.69 76.36 62.42
RNN 70.81 72.60 69.11
RNNWord−embeddings 71.88 75.23 68.81
CNN 68.41 63.98 71.86
RNN + CNN 72.77 76.08 69.74
mBERT 70.72 72.46 70.01
BERTbekWiki 71.41 75.08 70.00
BERTbekNews−Small 73.31 75.34 72.31

Table 6: NER performance results on the test set
(F1 scores) for BERTbek and the baseline models.
The highest score in each metric is highlighted.

Model F1
LSTMWord 59.08
LSTMChar+Word 70.18
LSTMChar+Word +W.emb. 74.41
LSTMChar+Word +W.emb.+ CRF 71.87
mBERT 75.14
BERTbekWiki 73.85
BERTbekNews−Small 76.88
BERTbekNews−big 78.69

data size is as crucial as the quality of data, if not
more.

Training steps. Initially, all three BERT-
bek models were trained for 3M steps (as ex-
plained in Section 3.3.2). We further continued
BERTbekNews−Big model training until 6M steps to
assess the model’s performance gain. The model’s
performance over all the evaluation tasks keeps im-
proving gradually for the first 3M steps, then it either
starts to decline, or fluctuate around the highest
score gained in the first 3M steps, indicating that
training the BERT models more is not only time-
consuming, but also does not necessarily gain any
performance after all.

6. Conclusions and Future Work

In this work we presented BERTbek, consisting of
three BERT pretrained language models for Uzbek,
trained on different sizes and sources of text. We
highlighted the process of obtaining a pretrained
LM for a low resource language, such as data col-
lection, tokenization, pretraining, in the example of
the Uzbek language. Moreover, the resulting mod-
els were evaluated using three downstream NLP
tasks, namely sentiment analysis, topic classifica-
tion, and named entity recognition. The evaluation
results showed that our BERTbek models outper-
formed all other baseline models in all three tasks,
becoming state-of-the-art. Regardless of the rela-
tively small size of the texts that were used to train
our models, BERTbek has outperformed its multi-
lingual counterpart (mBERT). The analysis results
once more proved the statements from previous
work that it is not only the bigger size of training
data that increases BERT model’s performance,
but also the quality of the text that makes a big
impact (Li et al., 2019), such as the cleanliness and
structural diversity of the sentences in a corpus.

As a future work, following the trend of other
ideas around pretraining BERT models for morpho-
logically rich languages, especially with highly in-
flectional syntax, we aim to create morphologically-
aware BERT language models for Uzbek as well as
other similar languages in the Turkic family by using
a tokenizer that splits words into chunks based on
their prefix, stem, and suffixes, which will hopefully
improve performance.

Furthermore, following the trend of multilingual
BERT and other LMs, there is a plan to pretrain a
multilingual BERT model including only strongly-
related languages in the same language family
(like multi-Turkic-BERT) to analyse the performance
differences from multilingual BERT itself, as well
as their monolingual counterparts in various NLP
tasks, both in multilingual and monolingual eval-
uation settings. It would be interesting for truly-
low-resource languages in the family, such as Turk-
men and Karakalpak, where available raw text is
not even enough for pretraining monolingual LMs,
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to see if they profit from gained knowledge from
resource-rich languages in the same family, such
as Turkish.

7. Data Availability

All the code used in this work are openly avail-
able at https://github.com/elmurod1202/
BERTbek. Also, the BERTbek models have
been uploaded to the HuggingFace Models Hub
at https://huggingface.co/elmurod1202/
bertbek-news-big-cased.
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