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Abstract

Nepali, a low-resource language belonging to the Indo-Aryan language family and spoken in Nepal, India, Sikkim,
and Burma has comparatively very little digital content and resources, more particularly in the legal domain. However,
the need to translate legal documents is ever-increasing in the context of growing volumes of legal cases and a large
population seeking to go abroad for higher education or employment. This underscores the need for developing
an English-Nepali Machine Translation for the legal domain. We attempt to address this problem by utilizing a
Neural Machine Translation (NMT) System with an encoder-decoder architecture, specifically designed for legal
Nepali-English translation. Leveraging a custom-built legal corpus of 125,000 parallel sentences, our system achieves
encouraging BLEU scores of 7.98 in (Nepali → English) and 6.63 (English → Nepali) direction.

Keywords: English-Nepali, Low-resource, Legal Domain MT, Machine Translation, Neural Machine Transla-
tion

1. Introduction

Machine Translation (MT) Systems are perform-
ing better lately with advanced methods and tech-
niques coming along the way in Deep Learning and
Natural Language Processing. Correspondingly,
the reliability of MT systems and the trust of the
general public towards them have also increased.

Large Language Models (LLMs) are offering a
helping hand to Machine Translation (MT) systems
for languages that don’t have a lot of digital re-
sources (low-resource languages) (Moslem et al.,
2023). They act as a kind of "platform" that can be
fine-tuned utilizing different aspects of a specific
language. This flexibility largely facilitates for creat-
ing entirely new and more robust MT systems for
these languages.

The transition from a Statistical Machine Trans-
lation System (SMT) to Neural Machine Transla-
tion (NMT) has been reasonably smooth for high-
resource languages but this has not been the case
for low-resource languages. The primary reason
behind this is that the NMT models are more data-
hungry. To make things worse, the challenges of
developing a suitable dataset for domain-specific
work are manifold.

Nepali, which is the official language of Nepal
and spoken in parts of India and Burma is a low-
resource language (Bal, 2004) with considerably
fewer resources and has limited research in the
field despite the growing interest (Duwal and Bal,
2019); (Chaudhary et al., 2020); (Acharya and
Bal, 2018). This scarcity of resources extends to
domain-specific MT applications, particularly within
the legal domain, where the lack of specialized
translation tools presents a significant challenge.

In this research work, we have:

• Developed the first transformer-based bidi-
rectional Machine Translation (MT) system
(Vaswani et al., 2017) for English-Nepali and
vice-versa in the legal domain, specifically fo-
cusing on legal terminology and nuances.

• Created a parallel corpus consisting of 125k
sentences in the Nepali legal domain, a pio-
neering effort in this field.

2. Related Works

Machine Translation (MT) systems for Nepali have
primarily focused on general domains, leaving a no-
table gap in addressing the specific requirements
of legal translation. This lack of domain-specific
tools impedes efficient and accurate legal commu-
nication in Nepali. However, insights from studies
conducted in other languages offer valuable per-
spectives and methodologies for addressing this
gap.

(Defauw et al., 2019) explored the use of Re-
current Neural Network (RNN)-based MT for legal
content in Irish, highlighting challenges and dataset
requirements for optimal results. Their study em-
phasizes the importance of domain-specific con-
siderations in legal translation tasks.

Additionally, discussions on resource sharing for
under-resourced European languages by (Bago
et al., 2022) provide an understanding of potential
works and challenges in the legal domain. This
study stresses on the collaborative efforts needed
to overcome resource limitations in addressing le-
gal translation needs.
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(Martínez-Domínguez et al., 2020) developed
a customized Neural Machine Translation (NMT)
system named "LexMachina," explicitly tailored for
legal contexts in French. Their work showcases the
effectiveness of specialized NMT systems in achiev-
ing high translation accuracy in legal domains.

Similarly, (Briva-Iglesias et al., 2024) analyzed
various state-of-the-art models in Large Language
Models (LLM) and NMT for legal translations across
multiple language pairs. Their study offers valuable
insights into the effectiveness of different technol-
ogy approaches in legal translation tasks.

A common theme among these studies is the
utilization of domain-specific corpora tailored ex-
plicitly for legal translation tasks. These specialized
datasets play a crucial role in enhancing transla-
tion accuracy and addressing the unique linguistic
nuances present in legal documents.

Despite advancements in related language pairs,
such as Nepali-English translation, previous stud-
ies primarily focused on general domains, utilizing
Transformer models. Works by (Duwal and Bal,
2019) and (Garcia et al., 2020) achieved promising
results, setting the foundation for further experimen-
tation with NMT models in the Nepali legal domain.

Moreover, (Nemkul and Shakya, 2021) explored
alternative translation methods beyond state-of-the-
art NMT approaches using RNN with LSTM(Long
Short-Term Memory) providing a valuable under-
standing of potential avenues for experimentation
in Nepali legal translation.

Overall, while the lack of domain-specific works
in Nepali legal translation presents challenges, in-
sights from existing studies offer valuable guidance
and methodologies for addressing this gap. Our
study aims to build upon this foundation and con-
tribute to developing specialized translation tools
tailored for the Nepali legal domain.

3. Methodology

3.1. Data Collection

Our research faced an initial challenge concerning
the lack of a suitable parallel dataset for the legal
domain in Nepali. Previous works exploring Nepali
Machine Translation (MT) relied primarily on gen-
eral corpora for various language pairs. While we
initially considered adopting a general corpus for
our project, we quickly dropped the idea keeping
into consideration the following reasons:

• Legal translations predominantly use a passive
voice and tone.

• Legal language possesses unique character-
istics distinct from general discourse. Employ-
ing a general corpus could introduce noise

and bias, hindering the translation accuracy
for legal terminology and nuances.

• Utilizing a general corpus would require ex-
tensive filtering and data cleaning to extract
domain-specific content, leading to inefficiency
and potential loss of valuable domain-specific
data.

Therefore, we undertook the extensive task of
creating a new, domain-specific dataset tailored to
our project. This involved:

• Manual translations by legal professionals: We
commissioned experts to translate legal doc-
uments, including constitutional acts, court
cases, and general legal proceedings, ensur-
ing linguistic accuracy and domain expertise.
Confidentiality agreements ensured sensitive
information was redacted.

• Website scraping: To expand the dataset,
we utilized custom legal keywords to filter
and collect relevant legal documents from the
Supreme Court website and news websites
focusing on legal topics1. However, this raw
data required significant cleaning to remove
noise and errors.

3.2. Dataset
Through the efforts mentioned in the previous
section, we built a final dataset of approximately
125,000 parallel sentences (Table 1). The cu-
rated dataset included a balanced mix of general
and complex sentence structures while excluding
shorter sentences for overall quality in the legal
domain. The sentences consisted of legal termi-
nologies which helped in the better training of the
model. Shorter sentences were removed during
filtering, to improve the general quality of the train-
ing data thereby matching with the general trend of
legal texts (long and complex sentences).

Corpus Source Corpus Size
Manually translated data 60K
Legal website scraped data 25K
News site scraped data 40k

Table 1: Data source and corpus size. The data
mentioned are cleaned from noise and filtered.

3.3. Data Preprocessing
For this work, we collected data from multiple
sources which were raw and considerably noisy.
The noises were texts from non-Unicode encod-
ing, XML, and HTML tags in the text and issues

1Documents: www.supremecourt.gov.np

https://supremecourt.gov.np/web/index.php/legalmaterials
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with improper date and time conversion. Each
scraped data was stored as an individual file and
also cleaned for any noise individually.

Further preprocessing was done thus creating a
final larger dataset following the steps below:

• Normalization and tokenization: We used In-
dicNLP2 library (Kunchukuttan, 2020) to both
normalize and tokenize the Nepali language,
and then used Sacremoses3 library for English
language.

• Vocabulary Building: Translation cannot al-
ways include all the words in a model. Byte-
Pair-Encoding (BPE)4 (Sennrich et al., 2016)
is also used in this work to learn the legal vo-
cabulary for both source and target language.
Earlier works on Nepali MT employed a small
vocabulary size of 5k. Hence, for this work, we
have used a vocabulary size of around 10000.
Sentencepiece5 library (Kudo and Richardson,
2018) was used to learn BPE for the source
language.

3.4. Choosing the Right Model
Initially, we explored Recurrent Neural Networks
(RNNs) as proposed by (Defauw et al., 2019). How-
ever, the results obtained revealed several weak-
nesses of RNNs for the English-Nepali pair. The
training was slow and resource-intensive owing to
the following reasons:

• Lack of parallelization and recursion: Process-
ing took longer than expected.

• High memory usage: Dealing with large text
segments strained resources.

• Limited long-range dependency handling:
Capturing distant relationships within sen-
tences was challenging.

Seeking significant improvements, we shifted our
focus to Transformer-based Neural Machine Trans-
lation (NMT)(Vaswani et al., 2017).

The Transformer model, renowned for its fast
training, inherent parallelization, and ability to han-
dle long-range dependencies, offered a promising
solution. Equipped with six encoder-decoder lay-
ers, the NMT architecture effectively addressed
the challenges encountered in previous models,
leading to demonstrably improved performance for
both English-to-Nepali and Nepali-to-English trans-
lations.

2https://github.com/anoopkunchukuttan/indic_nlp_library
3https://github.com/alvations/sacremoses
4A data compression technique.
5https://github.com/google/sentencepiece

Table 2: Tuning Parameters for models used in
experimentation.

Parameters RNN Model NMT Model
Batch Size 32 96
Learning Rate 3e-3 5e-4
Epochs 100 150
Optimizer Adam Adam
Beam Size 5 6
Dropout rate 0.5 0.5

4. Experiments

For our experiments, we utilized a server equipped
with an NVIDIA RTX 3090 GPU, 96 GB RAM, and
2TB RAID storage. Opting for the more promising
Neural Machine Translation (NMT) approach, we
employed the Fairseq6 toolkit(Ott et al., 2019) for
training our models.

To tackle data sparsity, a common challenge in
NMT, we employed preselected and custom legal
domain-specific word lists of varying sizes (10k and
20k words). This helped in creating training data
with relevant terminology, enhancing the model’s
ability to translate legal text accurately.

Further details regarding the experimental pa-
rameter setup specific to the models are presented
in a separate table (Table 2). This information al-
lows for in-depth analysis and potential adjustments
in the future.

5. Results and Discussion

Since this work is the first of its kind on the MT
System in the Nepali legal domain, we do not have
a baseline model to compare our work with. Nev-
ertheless, we have considered the BLEU scores
of other Nepali MT systems in the general domain
alongside for tentative analysis purposes. We used
the BLEU7 (Papineni et al., 2002) for evaluation and
the results are presented in Table 3.

Our research explored multiple MT models for
the legal domain in Nepali. We started by explor-
ing Recurrent Neural Networks (RNNs) with LSTM
architecture. While the initial RNN model achieved
scores of 6.19 and 5.89 for Nepali-English and
English-Nepali translation, respectively, the trans-
lated documents lacked proper readability and flu-
ency.

Subsequently, we transitioned to using a
Transformer-based Neural Machine Translation
(NMT) model. During our efforts in building a bidi-
rectional translation model, we achieved scores
of 7.98 and 6.63 for Nepali-English and English-
Nepali translations, respectively.

6https://github.com/facebookresearch/fairseq
7https://github.com/mozilla/sacreBLEU
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Additionally, when we compared our model’s per-
formance on general domain data, we attained
scores of 13.76 and 9.47 for Nepali-English and
English-Nepali translations, respectively. These re-
sults surpassed the performance of previous stud-
ies (Duwal and Bal, 2019); (Guzmán et al., 2019),
demonstrating the effectiveness of our approach in
improving translation quality.

The model’s better performance in the general
domain compared to previous work could be due to
sources for the data collection. We gathered data
from news sites like OnlineKhabar8 in both English
and Nepali. Initially, we created a legal terminol-
ogy dictionary to guide our data extraction. How-
ever, the extracted articles were primarily intended
for a general audience, potentially resulting in a
mismatch with the actual legal language. Addition-
ally, documents from the Supreme Court websites,
aimed at a general audience, were included. This
mix of general and legal domain content may have
influenced the model’s performance, providing bet-
ter results in the general domain as well.

Our findings underscore the challenges inher-
ent in translation tasks, particularly between Nepali
and English, and highlight the ongoing efforts re-
quired to enhance accuracy and fluency in specific
domains. The adoption of an NMT-based archi-
tecture resulted in an improved score compared
to previous works, indicating progress in the right
direction, particularly for low-resource languages
like Nepali. The modest increase in score from
previous experiments signifies a positive advance-
ment, considering the scarcity of available datasets
and the inherent challenges in constructing a com-
prehensive legal domain corpus for Nepali. These
challenges include difficulties in achieving proper
alignment and the limited availability of publicly ac-
cessible data sources for training purposes. While
the Transformer model shows promise, further ef-
forts are needed to improve accuracy and domain-
specific fluency

6. Conclusion and Future work

We present a Neural Machine Translation (NMT)
based approach utilizing a Transformer model for
an English-Nepali machine translation system in
the legal domain. To the best of our knowledge,
this is the first research work carried out in the
English-Nepali legal domain which also achieves
results on par with the general-domain English-
Nepali machine translation systems. The results
of this experiment set a baseline for future domain-
specific research in low-resource legal MT.

While MT technology is rapidly evolving, many im-
provements are required in the legal domain. Build-
ing on our work, future efforts could focus on:

8https://www.onlinekhabar.com

Nepali →English English→ Nepali
Model Legal General Legal General
(Guzmán
et al.,
2019)

- 7.6 - 4.3

(Duwal
and
Bal,
2019)

- 12.17 - 7.49

NMT
Model

7.98 13.67 6.63 9.47

RNN
Model

6.19 - 5.89 -

Table 3: BLEU score comparison between models
by (Guzmán et al., 2019), (Duwal and Bal, 2019)
and our work.

• Enhanced Out-of-Vocabulary (OOV) handling:
Implementing better methods to address out-
of-vocabulary words.

• Improved fluency: Refining techniques to gen-
erate smoother and more natural translations.

• Date and time conversion: Integrating a tool
for seamless conversion between English Gre-
gorian and Nepali Bikram Sambat calendars.

• Exploring the usefulness and appropriateness
of the SMT(Statistical Machine Translation)
model especially because the word order for
English and Nepali is different (S-V-O, S-O-V)
and the previous study by (Acharya and Bal,
2018) has reported some promising results for
the English-Nepali pair using this approach.

Furthermore, we aim to explore newer transla-
tion architectures to enhance the translation pro-
cess. By conducting thorough comparisons of re-
sults obtained from these architectures on the same
dataset, we can gain deeper insights into their ef-
fectiveness. Additionally, to facilitate better testing
and validation, we plan to deploy the model as soft-
ware and distribute it to legal professionals for their
input and understanding of the output. Leveraging
feedback from these professionals, we intend to re-
fine the architecture further to ensure more robust
and accurate translations.

7. Limitations

The research work is the first one in the Nepali legal
domain, hence has several limitations which are:
Challenges with Legal Terminologies:
The model struggles to accurately translate intri-
cate legal terms.
Complexity of Legal Nuances:
Legal language varies according to contexts and
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nuances making it difficult to capture the intended
meanings in the translation.
Adaptation to Legal Variability:
Legal terminology and conventions vary across ju-
risdictions, requiring additional model adaptation
for accurate translation across diverse legal con-
texts.

In addition, due to confidentiality constraints and
restrictions associated with legal documents from
Nepal, we are unable to make our dataset publicly
available. We also acknowledge this as a limitation
in terms of reproducibility and replicability of this
research work.

8. Ethics Statement

In accomplishing this research work we had to
deal with proprietary legal data, which we acquired
through the signing of the NDA agreement, that
restricts the sharing of the data openly. Other than
that there are not any issues that affect individuals
or groups, hence the research ethics have been
properly followed in due course of the research.
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