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Abstract

This paper explores the potential of social me-
dia as a rich source of data for understanding
public health trends and behaviors, particularly
focusing on emotional well-being and the im-
pact of environmental factors. We employed
large language models (LLMs) and developed
a suite of knowledge extension techniques to
analyze social media content related to men-
tal health issues, specifically examining 1) ef-
fects of outdoor spaces on social anxiety symp-
toms in Reddit, 2) tweets reporting children’s
medical disorders, and 3) self-reported ages
in posts of Twitter and Reddit. Our knowl-
edge extension approach encompasses both su-
pervised data (i.e., sample augmentation and
cross-task fine-tuning) and unsupervised data
(i.e., knowledge distillation and cross-task pre-
training), tackling the inherent challenges of
sample imbalance and informality of social
media language. The effectiveness of our ap-
proach is demonstrated by the superior perfor-
mance across multiple tasks (i.e., Task 3, 5 and
6) at the SMM4H-2024. Notably, we achieved
the best performance in all three tasks, under-
scoring the utility of our models in real-world
applications.

1 Introduction

In recent years, the surge in social media usage has
transformed these platforms into valuable reposito-
ries of public health attitudes and behaviors. Users
not only share snippets of their daily lives but also
discuss a variety of health issues, drug reactions,
and treatment outcomes, providing a wealth of real-
time data for medical and health research. Social
media plays an especially crucial role in monitoring
adverse drug reactions, tracking diseases, and facili-
tating public discussions on health conditions. This
data aids healthcare organizations and researchers
in understanding disease trends and patient needs,
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enhancing drug safety monitoring and optimizing
treatment plans.

Against this backdrop, the significance of the
9th Social Media Mining for Health Research and
Applications Workshop (SMM4H-2024)(Xu et al.,
2024) is particularly pronounced. This workshop
brings together researchers, developers, and med-
ical professionals from around the world to ad-
dress the challenges of automating the extraction
and analysis of health information from social me-
dia. The conference not only serves as a plat-
form for sharing the latest research findings and
cutting-edge technologies but also organizes multi-
ple shared tasks targeting specific practical applica-
tion problems, attracting numerous teams. These
tasks are designed to enhance data processing ca-
pabilities across languages and cultural contexts,
aiming to more accurately parse and utilize health-
related information from social media, thereby sup-
porting global health research and public health
surveillance.

In this workshop, our goal is to construct and
enhance the given limited data, including both unsu-
pervised and supervised data, to achieve maximum
knowledge extension for training large language
models. This will enable us to turn the models into
specialized experts for each individual task. The
core points are summarized as follows:

• Sample Augmentation: by performing self-
augmentation on long-tail samples, we aim to
address the issue of sample imbalance in the
tasks.

• Knowledge Distillation: we utilized ensemble
learning with multiple models to process unsu-
pervised data, thereby generating supervised
samples that are beneficial for model training.

• Cross-Task Training: we applied both unsu-
pervised and supervised data from one task to
train the model for another task, in order to
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expand the model’s background knowledge in
that task.

These strategies not only resolved issues related
to uneven class distribution and data scarcity but
also refined the sentiment analysis process. Fi-
nally, experimental results confirm the effective-
ness of our strategies, as our team (i.e., CTYUN-
AI) achieved best performance in tasks 3, 5, and
6 among all participating teams.

2 Related Work

Recent advances in natural language processing
(NLP) have significantly enhanced the ability to
analyze health-related discussions on social media.
Zanwar et al. utilized advanced NLP techniques
alongside psycholinguistic features to effectively
detect chronic stress expressions on social media,
addressing data imbalance issues in the process
(Zanwar et al., 2022). Liu et al. demonstrated the
use of multiple pre-trained models to detect ad-
verse drug reactions on Twitter, showcasing meth-
ods that tackle the complexities of social media
data (Liu et al., 2022). Additionally, Tamayo et al.
developed a transfer learning approach with post-
processing enhancements to accurately extract dis-
ease mentions from Spanish tweets, improving the
robustness of disease monitoring across different
languages (Tamayo et al., 2022). These contribu-
tions highlight the evolving capabilities of NLP to
provide valuable insights into public health from
social media content.

Concurrently, generative models in the realm of
NLP, exemplified by the GPT (Brown et al., 2020)
series, have exhibited remarkable abilities in com-
prehending and producing natural language. Bai
et al. (Bai et al., 2023) developed the Qwen mod-
els, which excel at multiple tasks. Consequently,
we employ the Qwen models as our base model to
cultivate further specialized experts.

3 System Overview

In this section, we systematically explicate the
knowledge extension strategies employed by our
team for the respective sub-tasks. We commence
with a descriptive analysis of the datasets pertinent
to each sub-task, followed by an exposition of our
methodologies, specifically devised and optimized
in accordance with the task-specific data character-
istics.

3.1 Task 3: Classification of reported effects
of outdoor spaces on social anxiety
symptoms

Task 3 is centered on categorizing Reddit posts by
individuals aged 12 to 25 discussing the effects of
green or blue spaces on symptoms of Social Anxi-
ety Disorder (SAD). The dataset comprises 3,000
annotated posts, divided into 1,800 for training,
600 for validation, and 600 for testing.

Considering the long-tail distribution of the task
data, which poses a challenge in achieving satisfac-
tory performance for certain classes on the test set
and detrimentally impacts the overall F1 score, we
created a knowledge extension approach relying
on random shuffling to alleviate this concern, as
illustrated in Figure 1.

Task3: Classification of reported effects of outdoor spaces on social symptoms

Anyone looking for a friend? Real friend, behind a computer or not.. I've tried all 
subreddits, never really thought about trying the actual social anxiety thread. I'm just 
sick, tired, and depressed with having no friends, like the most of us. I want someone
 I can look forward to talking to after work, someone I can talk to when I'm bored.

I want someone I can look forward to talking to after work, someone I can talk to 
when I'm bored.I've tried all subreddits, never really thought about trying the actual 
social anxiety thread.Anyone looking for a friend? Real friend, behind a computer 
or not.I'm just sick, tired, and depressed with having no friends, like the most of us. 

Random Augment

Figure 1: Example of random shuffling.

Unlike formal articles, Reddit posts are less
structured, and some level of sequence disorder can
still reflect the sentiment analysis inherent in social
media text. Therefore, we utilized commas and
periods as delimiters to randomly shuffle and aug-
ment the split data. We then balanced the dataset
by augmenting the less frequent classes to match
the quantity of the most populous ’positive effect’
category.

3.2 Task 6: Self-reported exact age
classification with cross-platform
evaluation in English

Task 6 focuses on identifying precise self-reported
ages from social media posts on Twitter and Reddit.
This enables the analysis of health-related obser-
vational studies by determining the age of users
directly from their posts. The dataset comprises
8,800 labeled tweets and 100,000 unlabeled Red-
dit posts, with the F1-score for the positive class
serving as the evaluation metric.

To effectively extends professional knowledge
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of the LLM, we employed the unlabeled data for
pre-training, thereby strengthening the model’s ca-
pacity to learn domain-specific features pertinent to
social media text. Using the unlabeled data for pre-
training involves treating each post sample directly
as a training example.

Task6:Self-reported exact age classification

Model A

Unlabeled data

Model B

Answer A Answer B

New Training Data

Trained by 
labeled data

consistent
inconsistent

DiscardCompare

Figure 2: Example of random shuffling.

Furthermore, we introduced an ensemble model
voting strategy to further mine professional knowl-
edge from unsupervised data. Specifically, we
first trained two additional models, qwen72b and
qwen1.5 72b(Bai et al., 2023), using train set of the
task and inferred the unlabeled data employing the
trained LLMs. Then, the inference results from the
two models are compared to see if they are consis-
tent. Next, the samples with consistent inference
results are retained as extended fine-tuning data,
as shown in Figure 2. Finally, the participating
model was fine-tuned using a combination of the
original training data and augmented training data.
In summary, by integrating responses from multi-
ple models, we significantly expanded the training
dataset and enhanced the robustness and generaliza-
tion capability of our model across different textual
contexts in social media.

3.3 Task 5: Binary classification of tweets
reporting children’s medical disorders

Task 5 focuses on binary classification of tweets
to determine whether they report a child’s medical
condition, such as Attention Deficit/Hyperactivity
Disorder (ADHD). The dataset consists of 7,398
training tweets, 389 validation tweets, and 1,947
test tweets, differentiating between tweets that di-

rectly report children’s disorders from those that
merely mention such conditions. The performance
is assessed using the F1-score for tweets that sub-
stantively report on a child’s medical disorder.

As task 6 is also a binary classification task fo-
cused on social media content analysis, task 5 and
6 demonstrated promising potential for transferabil-
ity due to the similarities in task nature and data
characteristics. Thus, our cross-task training strat-
egy utilized the unlabeled and labeled data from
task 6, which involved analyzing Twitter and other
social media content, to improve the model at task
5. Building on this, we adopted the supervised fine-
tuned model from Task 6 as the base model and
further fine-tune the model using the train set of
task 5. The experiments have proven that cross-task
training not only deepens the model’s comprehen-
sion of the domain-specific data but also improves
its generalization capabilities in practical applica-
tions.

It is important to note that while cross-task train-
ing strategy have achieved notable success, there
are still some limitations. The effectiveness of this
method largely depends on the correlation between
the source task and the target task. If there is a
significant difference in data characteristics or ob-
jectives between the two tasks, the performance of
the pre-trained model may be substantially com-
promised. This means that selecting tasks with
high relevance for pre-training is a critical issue
in practical applications. Additionally, the decline
in model performance may be more pronounced
when there are significant differences in the nature
of the tasks, data distribution, or language style.

4 Experiment

4.1 Implement Detail

We employed the Qwen-72B-Chat(Bai et al., 2023)
as our base model, upon which post pre-traing and
fine-tuning of all parameters was carried out. The
computational experiments were executed on an
Nvidia A800 GPU, equipped with 80GB of VRAM.
In the training phase, we configured the model to
handle sequences with a maximum of 2048 tokens,
a batch size of 8, and accumulated the gradient
after every training step. The training initiated
with a learning rate of 5e-6, adopting a cosine de-
cay schedule, and spanned across three complete
epochs. For the inference process, the model’s
built-in default parameters were utilized.
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4.2 Result
In this section, we present the evaluation results
of our participation in Tasks 3, 5, and 6 at the
SMM4H-2024, comparing our system’s perfor-
mance against the mean and median scores of all
participating teams. According to the organizers’
assessment, our CTYUN-AI team achieved the best
performance across these tasks.

Table 1: Evaluation Result on SMM4H Task 3.

Task 3 Result F1-score P R Acc
CTYUN-AI 0.692 0.704 0.686 0.726
Mean 0.5186 0.5649 0.5379 0.5746
Median 0.5795 0.63 0.5885 0.627

For Task 3, which involved classifying social me-
dia posts about the impact of social anxiety disor-
der, we achieved an F1 score of 0.692, as shown in
Table 1. This performance significantly surpassed
the mean F1 score of 0.5186 and the median of
0.5795, demonstrating our model’s robust capabil-
ity in accurately classifying relevant posts. The
precision and recall were 0.704 and 0.686 respec-
tively, with an accuracy of 0.726.

Table 2: Evaluation Result on SMM4H Task 5.

Task 5 Result F1-score P R
CTYUN-AI 0.956 0.954 0.959
Mean 0.822 0.818 0.838
Median 0.901 0.885 0.917

In Task 5, aimed at identifying tweets report-
ing on children’s medical conditions, our model
demonstrated exceptional effectiveness with an
F1 score of 0.956, considerably outperforming
the mean score of 0.822 and the median score of
0.901, as shown in Table 2. This indicates that our
model was highly precise (P=0.954) and sensitive
(R=0.959) in identifying relevant tweets.

Table 3: Evaluation Result on SMM4H Task 6.

Task 6 Result F1-score P R
CTYUN-AI 0.970 0.976 0.963
Mean 0.924 0.924 0.926
Median 0.936 0.934 0.949

Finally, in Task 6, our approach achieved an
F1 score of 0.970, which is notably higher than
the average F1 score of 0.924 and the median of
0.936 reported by other teams, as shown in Table

3. Our model exhibited a precision of 0.976 and a
recall of 0.963, indicating superior performance in
accurately identifying and classifying age-related
information from the posts.

These results across different tasks highlight the
efficacy of our approaches and underline the poten-
tial of our model configurations in effectively han-
dling diverse and complex social media datasets.

5 Conclusion

In this work, we employed large language mod-
els and crafted a comprehensive set of knowledge
extension techniques for the purpose of analyzing
social media content pertaining to mental health
concerns. We have provided a detailed account of
how to leverage knowledge extension techniques to
maximize the utilization of limited data, enabling
us to train a general large language model into a
domain-specific expert model. Specifically, our
approach encompasses both supervised data and
unsupervised data, including sample augmentation,
knowledge distillation and cross-task training. We
achieved the best performance at multiple SMM4H-
2024 tasks (i.e., Task 3, 5 and 6), validating the
effectiveness of our approach.
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A Appendix

Additionally, we will report the improvements in
model performance on the validation set. It is im-
portant to note that the results shown in the previous
tables are from the final test sets, which differ from
the results presented here. Specifically, we initially
defined the baseline method by directly feeding the
labeled training data into the qwen-72b-chat model
without applying any augmentation strategies.

In Task-6, starting from the initial baseline
model, we achieved the highest score of 94.78
by incorporating unsupervised data and semantic
alignment processing. In contrast, the baseline
model using only labeled training data scored 92.29.
This indicates that the strategies of using unsuper-
vised data and semantic processing significantly im-
proved the model’s performance, especially when
the accuracy was already at a high level.

In Task-5, we experimented with different learn-
ing rates and model bases. The initial baseline
model scored 93.92. By adjusting the learning rate
and employing a pre-trained model with unsuper-
vised data, we improved the score to 95.88. This
result was achieved using the model from Task-6
as the base, demonstrating that selecting the appro-
priate pre-trained model and fine-tuning parame-
ters can significantly enhance classification perfor-
mance.

In Task-3, we improved the model’s classifica-
tion performance through a mix of data augmenta-
tion strategies. The initial baseline model scored
57. After applying class-wise random exchange
augmentation, the score increased to 61. Further,
by enhancing the smaller classes, the model score
rose to 64. This shows that appropriate training
strategies and data augmentation techniques play a
crucial role in improving multi-class classification
task performance.

In summary, by integrating unsupervised data,
using pretrained model from other tasks, and em-
ploying data augmentation strategies, we achieved
significant performance improvements across these

three tasks, validating the effectiveness of these
methods in enhancing model performance.
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