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Abstract

Social Anxiety Disorder (SAD) is a common
condition, affecting a significant portion of the
population. While research suggests spending
time in nature can alleviate anxiety, the specific
impact on SAD remains unclear. This study ex-
plores the relationship between discussions of
outdoor spaces and social anxiety on social me-
dia. We leverage transformer-based and large
language models (LLMs) to analyze a social
media dataset focused on SAD. We developed
three methods for the task of predicting the
effects of outdoor spaces on SAD in social me-
dia. A two-stage pipeline classifier achieved
the best performance of our submissions with
results exceeding baseline performance.

1 Introduction

Social anxiety disorder (SAD) is a prevalent anxi-
ety disorder that affects up to 12% of the population
at some point in their lives (Kessler et al., 2005).
Interestingly, social media platforms like Reddit
have become a space for people with SAD to con-
nect, share their experiences, and seek advice on
managing symptoms. While research suggests that
spending time outdoors in natural environments
can be beneficial for alleviating anxiety in general
(Barton and Pretty, 2010; Berman et al., 2008),
little is known about the specific impact of such
environments on SAD. This study investigates the
effect of outdoor spaces on social anxiety using
social media posts as a source of data.

2 Data and Task Description

This work leverages the dataset provided by the
organizers of SMM4H (Xu et al., 2024). The data
originates from the r/socialanxiety subreddit on
Reddit and consists of 3,000 annotated social me-
dia posts. The training set comprises 1,800 posts,
each labelled with a code based on the user’s senti-
ment towards the mentioned nature-related spaces
or activities. A four-class labelling scheme was

employed: positive: the space/activity benefits the
user’s well-being; neutral: mention of nature with-
out a clear impact; negative: the space/activity has
a negative impact; and unrelated: posts where the
nature keyword is metaphorical or unclear in mean-
ing. The task is four-class classification on these
labels.

3 Methods

3.1 Models Exploration

We address this multi-class classification task by
leveraging several transformer-based and LLMs on
the provided training dataset. While the task defini-
tion specifies four classes, there is natural division
into two broader categories: Related and Unrelated.
The Related category encompasses posts where the
mentioned outdoor space is relevant to the user’s
experience, and the effect can be positive, neutral,
or negative. Conversely, the Unrelated category
consists solely of posts where the outdoor space
reference is metaphorical and has no bearing on
the user’s experience. We performed experiments
utilizing five models: BERT, RoBERTa, Mental-
BERT, GPT3.5, and LlamA. For each model, we
conducted three distinct experiments:
Experiment 1: Binary Classification: The model
classifies posts into: Related and Unrelated classes.
Experiment 2: Multi-Class Classification within
Related class: The model focuses solely on "re-
lated" posts and further categorizes them into three
classes: positive, neutral, and negative.
Experiment 3: Four-Class Classification: This
model classifies posts into all classes (positive, neu-
tral, negative, and unrelated).
The primary objective of this exploration was
to identify the optimal model for each experi-
ment, which would then be used in subsequent
stages of our submission models design. For
transformer-based models, we utilized the Hugging
Face transformers library (Wolf et al., 2019) with
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Experiment BERT RoBERTa Mental BERT Llama GPT
P R F1 P R F1 P R F1 P R F1 P R F1

Experiment 1 0.97 0.97 0.97 0.98 0.98 0.98 0.99 0.98 0.98 Random Labels 0.70 0.60 0.58
Experiment 2 0.66 0.67 0.62 0.71 0.66 0.68 0.83 0.54 0.53 N/A
Experiment 3 0.73 0.77 0.73 0.82 0.71 0.73 0.63 0.65 0.64 N/A

Table 1: Results of best model exploration experiments (bold fonts signify the best results)

Submission F1 Score Precision Recall Accuracy
Our RoBERTa 4-classes 0.543 0.607 0.534 0.651
Our 2-Stages Pipeline 0.545 0.633 0.536 0.636

Our Multi-task Learning 0.321 0.346 0.326 0.448

All Teams Mean 0.519 0.565 0.538 0.575

Table 2: Results of submitted systems (bold fonts signify the best results)

model cards ( bert-base-uncased, roberta-base, and
mental/mental-bert-base-uncased. These models re-
ceived only the post text as input and were trained
to predict a pre-defined class label depending on
the experiment. LLMs employed a zero-shot learn-
ing approach, where prompts incorporating both
the post text and relevant keywords were fed to the
models. We experimented with various prompts
and the best performing prompt is " Do you think

the person is really [keyword] in this paragraph

or just a metaphor? return 1 if you think they are

doing this otherwise, return 0 Text:[post_text].

3.2 Methods Description

Based on experiment results, we selected the
top-performing models for each task and employed
them to develop three submission methods:
Four-Class Classification: This method utilizes
the chosen model from Experiment 3 to classify
posts into all four original classes (positive, neutral,
negative, and unrelated).
Two-Stage Pipeline: This approach leverages two
models in a sequential pipeline. The first stage
employs the model selected from Experiment 1
for the binary classification of posts into Related
and Unrelated. Subsequently, posts classified
as "Related" are passed to the model chosen
from Experiment 2, which performs a three-class
classification into positive, neutral, and negative.
Multi-Task Learning: This method employs a
multi-task learning model trained on two tasks
simultaneously. The first task is a binary classifi-
cation of all (posts) into Related and Unrelated
categories. The second task is a multi-class
classification focusing solely on posts classified as
"Related" in the first task, categorizing them into
positive, neutral, and negative.

4 Results

The evaluation metric for this task is the macro-
averaged F1-score over all 4 classes. Table 1 sum-
marizes the performance of the models across vari-
ous experiments, evaluated using precision, recall,
and F1-score metrics. MentalBERT emerged as
the most effective model for classifying posts into
"Related" and "Unrelated" categories. On the other
hand, RoBERTa achieved the best performance in
both classifying "Related" posts into positive, neu-
tral, and negative classes and in the four-class clas-
sification task. LLMs performance in classifying
posts as related/unrelated was disappointing, thus
it was discarded from the remaining experiments.
Based on these results, we selected RoBERTa for
the final submission employing the four-class clas-
sification approach. Additionally, the pipeline ap-
proach for the submission utilized MentalBERT for
the initial binary classification of posts into "Re-
lated" and "Unrelated" categories and RoBERTa
model for the following three-class classification
into positive, neutral, and negative. RoBERTa was
also employed in the multi-task approach. Results
of our submission provided by task organizers is
shown in Table 2.

5 Conclusion

This study investigated the connection between so-
cial anxiety and outdoor spaces on social media.
We employed transformer-based and LLMs classi-
fiers on the provided dataset. Our results exceeded
the baseline, and the pipeline approach achieved
the highest performance as evaluated by the task
organizers.
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