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Abstract

This paper describes the work undertaken as
part of the SMM4H-2024 shared task, specifi-
cally Task 5, which involves the binary classifi-
cation of English tweets reporting children’s
medical disorders. The primary objective
is to develop a system capable of automat-
ically identifying tweets from users who re-
port their pregnancy and mention children with
specific medical conditions, such as attention-
deficit/hyperactivity disorder (ADHD), autism
spectrum disorders (ASD), delayed speech, or
asthma, while distinguishing them from tweets
that merely reference a disorder without much
context. Our approach leverages advanced nat-
ural language processing techniques and ma-
chine learning algorithms to accurately classify
the tweets. The system achieved an overall F1-
score of 0.87, highlighting its robustness and
effectiveness in addressing the classification
challenge posed by this task.

1 Introduction

The proliferation of social media platforms such as
Twitter (now known as X), Reddit, and Facebook
has led to an unprecedented surge in user-generated
content. Millions of individuals publicly share their
thoughts, experiences, and health-related informa-
tion online, which presents a unique opportunity
to analyze and investigate public health trends and
issues. Among these platforms, Twitter stands out
as a particularly valuable source of rich informa-
tion for both the general public and researchers. By
analyzing tweets, researchers can gain insights into
various health-related phenomena, track the spread
of diseases, monitor public sentiment toward health
policies, and identify emerging health concerns.
The real-time, streaming nature of Twitter data
makes it an indispensable tool for public health
surveillance and research, facilitating a deeper un-
derstanding of health behaviors and outcomes on a
global scale (Bachina et al., 2021).

The reporting of children’s medical disorders
stands out as a crucial area of study, given the
importance of early detection, diagnosis, and
treatment in pediatric healthcare. Many chil-
dren are diagnosed with disorders that can pro-
foundly impact their daily lives and may persist
throughout their lifetimes. Conditions such as
attention-deficit/hyperactivity disorder (ADHD),
autism spectrum disorders (ASD), delayed speech,
and asthma are frequently mentioned by parents
and caregivers on social media. Studying these
discussions on Twitter provides valuable insights
into the prevalence and public perception of these
disorders (Saini and Yadav, 2022). It also helps in
understanding the challenges faced by families and
the effectiveness of various interventions, through
analysis of patterns and trends in symptom report-
ing, treatment experiences, and support mecha-
nisms, which are essential for improving health-
care strategies and policies (Unnikrishnan et al.,
2023). Furthermore, by monitoring these conver-
sations, researchers can identify gaps in awareness
and education, potentially guiding more targeted
and effective public health campaigns.

2 SMM4H’24 Task 5 - Description

Task 5 is a binary classification task that involves
automatically distinguishing tweets posted by users
who have reported their pregnancy on Twitter and
specifically mention children with ADHD, ASD,
delayed speech, or asthma (annotated as "1"), from
tweets that merely mention a disorder (annotated
as "0"). This task enables the large-scale utilization
of Twitter, not only for epidemiologic studies but
also to explore parents’ experiences and directly
target support interventions.

The dataset (Klein et al., 2023) consists of 7,398
English language tweets for training, 389 tweets for
validation, and 10,000 tweets for testing purposes.
Tweets in which parents explicitly mention that
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their child is suffering from ADHD, ASD, delayed
speech, or asthma are annotated as ‘1’. In contrast,
other tweets are annotated as ‘0’, which may or
may not have mention of a disorder. By apply-
ing natural language processing (NLP) techniques
and machine learning algorithms to this dataset,
we aim to develop a robust model capable of accu-
rately identifying and categorizing tweets related
to children’s medical disorders.

3 Methodology

This binary classification task involves automati-
cally distinguishing tweets posted by users who
had reported their pregnancy on Twitter and men-
tioned that their children had ADHD, ASD, de-
layed speech, or asthma in other tweets. Various
preprocessing techniques were employed on the
tweets during the data processing phase to ensure
they were standardized and prepared for analysis
The names of disorders and digits were standard-
ized. Additionally, terms referring to a child, such
as, son, child, daughter, etc., were unified to the
common term “child” since the focus is on identify-
ing tweets about child disorders posted by their
parents. Furthermore, URLs, usernames, hash-
tags, emojis, and smileys were eliminated using the
tweet-preprocessor library in Python (Van Rossum
and Drake Jr, 1995). Common abbreviations and
contractions found in tweets, such as “lol”, “thx”,
“btw”, and “we’re” were expanded to their full
forms, while non-alphanumeric characters and ex-
tra white spaces were pruned. The text was con-
verted to lowercase, elongated words were cor-
rected by keeping the occurrence of repeated char-
acters to two, and lemmatization was performed us-
ing the Spacy lemmatizer (Honnibal and Montani,
2017). These steps standardized the text format
and improved its suitability for subsequent analysis
and modeling.

Experiments were carried out using various
Transformer-based models to model the tweets.
RoBERTa-base (Liu et al., 2019) was chosen for
its ability to capture contextual information effec-
tively and was implemented using the Huggingface
toolkit (Wolf et al., 2019) for classifying tweets
mentioning children’s medical disorders. After pre-
processing the textual data as elaborated earlier, the
text sequences were subjected to tokenization using
the RoBERTa tokenizer, with the maximum text
length set to 128. Model optimization was achieved
using the Adam optimizer with a batch size of 8 and

a learning rate of 1e-5. The training was carried
out for up to 10 epochs, with early stopping trig-
gered by validation set performance and a patience
value set at 4 epochs. Moreover, a dropout rate of
0.3, determined iteratively, was applied to regular-
ize the model. The model architecture is built on
RoBERTa-base, incorporating an additional hidden
dense layer with a Rectified Linear Unit (ReLU)
activation function. A sigmoid activation function
is used in the output layer. The experiments were
conducted on Google Colab using a T4 GPU as the
hardware accelerator.

4 Results and Discussion

The system’s performance was evaluated on both
the validation and test sets. Initially, the perfor-
mance on the validation set was compared to assess
the model’s effectiveness before evaluating it on the
test set for submission. Efforts towards hyperpa-
rameter tuning helped achieve optimal performance
on the validation set. Key hyperparameters, such
as dropout rates and the number of hidden layers,
were varied systematically to enhance the model’s
performance. This method enabled systematic ex-
ploration of hyperparameter configurations to deter-
mine the most effective settings based on validation
set performance. The evaluation of the model’s per-
formance was based on the F1-score metric. The
F1-score is a critical metric for this binary classifi-
cation task because it balances precision and recall,
offering a unified measure that considers both false
positives and false negatives. This is particularly
vital for distinguishing tweets about children with
specific medical disorders from general mentions
of disorders, ensuring that the model accurately
identifies relevant tweets and minimizes the mis-
classification of non-relevant ones. Precision and
recall scores are reported alongside the F1-score to
comprehensively evaluate the model’s performance
in terms of the accuracy of positive predictions and
the model’s ability to capture all relevant instances.
The results obtained from evaluating the system on
the validation set are reported in Table 1.

Table 1: System Performance on test and val datasets

Dataset F1-score Precision Recall
validation 0.88 0.89 0.88
test 0.87 0.86 0.88

The system achieved an F1-score of 0.87 on the
test set. There is a substantial difference in perfor-
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mance between our RoBERTa classifier (0.868)
and the RoBERTa baseline classifier (0.927) in
(Klein et al., 2024). The baseline classifier is built
on the RoBERTa-large pre-trained model and has
been tested on a set of 1,947 tweets, while the
proposed classifier leverages the RoBERTa-base
pre-trained model and is tested on a set of 10,000
tweets. Achieving an F1-score of 0.87 on the test
set demonstrates that the model generalizes well
to unseen data, performing consistently with high
accuracy. This suggests that the system effectively
learns and captures the underlying patterns and fea-
tures in the tweets related to children’s medical
disorders.

5 Concluding Remarks

In this article, an approach to accurately distin-
guishing between tweets that mention specific dis-
orders in the context of parenting and those that
merely reference a disorder, using advanced NLP
techniques and Transformed-based models is pre-
sented. Evaluation on both the validation and test
sets demonstrates the system’s reliability, with con-
sistent F1-scores indicating its effectiveness in gen-
eralizing to unseen data. Moving forward, we aim
to explore further refinements to the model architec-
ture, incorporating additional features, and expand-
ing the training dataset to enhance the system’s
performance.
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