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Abstract
This paper illustrates the system we design
for Task 3 of the 9th Social Media Mining for
Health (SMM4H 2024) shared tasks. The task
presents posts made on the Reddit social me-
dia platform, specifically the r/SocialAnxiety
subreddit, along with one or more outdoor ac-
tivities as pre-determined keywords for each
post. The task then requires each post to be cat-
egorized as either one of positive, negative, no
effect, or not outdoor activity based on what ef-
fect the keyword(s) have on social anxiety. Our
approach focuses on fine-tuning pre-trained lan-
guage models to classify the posts. Addition-
ally, we use fuzzy string matching to select only
the text around the given keywords so that the
model only has to focus on the contextual senti-
ment associated with the keywords. Using this
system, our peak score is 0.65 macro-F1 on the
validation set and 0.654 on test set.

1 Introduction

Analyzing health-related topics from social media
data, such as Twitter, Facebook, and Reddit, to
gauge public sentiment is an area of significant re-
search interest. The SMM4H 2024 (Xu et al., 2024)
shared tasks encourage researchers to address some
of these research problems.

We decided to take part in Task 3. The focus of
Task 3 is on Social Anxiety Disorder (SAD) (Leigh
and Clark, 2018), and the motivation behind it is
that while a significant number of people may expe-
rience SAD in their lives, they may experience its
symptoms for much longer before actually seeking
professional help. However, people often turn to
social media to discuss symptoms of SAD such as
the r/socialanxiety subreddit. In particular, this task
aims to understand the effects of outdoor activities
on the symptoms of SAD.

Our approach to this involved stripping text from
each post so that only the context surrounding the
keywords was fed into our model. Our model con-
sisted of a RoBERTa backbone, followed a dense
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Figure 1: Model architecture

layer, a batch normalization layer, a dropout layer,
and finally a classification layer, which will clas-
sify the post into one of four categories depending
on the effect of the outdoor activity on symptoms
of SAD : positive, negative, no effect, or keyword
is not an outdoor activity. We then proceeded to
fine-tune this model on that data provided.

2 System Description

Dataset. The data provided consisted of posts
made on the r/socialanxiety subreddit, along with
one or more outdoor activity keywords, and a class
label for each post. In total, there were 1,800 posts
in the training set, 600 posts in the validation set,
and 600 posts in the test set.

Keyword Text Class
run 21/m. I want to experience young

love, but I’ve never had a relation-
ship before... (continued)

0

Table 1: Example of a data point

Pre-processing with Fuzzy String Matching. Us-
ing the fuzzywuzzy library, we select all instances
of each keyword that appeared in the posts using
Fuzzy String Matching (FSM) using Levenshtein
Distance (Miller et al., 2009). To limit false pos-
itives, we only select matched keywords whose
length was at least 3, and whose similarity_score
returned from the fuzzywuzzy.process.extract func-
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Model FSM Dropout Tr Ac. Tr F1 Tr Pr. Tr Rc. Val Ac. Val F1 Val Pr. Val Rc.
RoBERTa-base N 0.3 0.993 0.992 0.992 0.991 0.728 0.569 0.585 0.556
RoBERTa-base N 0.4 0.986 0.980 0.979 0.980 0.728 0.577 0.610 0.563
RoBERTa-base Y 0.3 0.981 0.969 0.974 0.965 0.773 0.653 0.644 0.665
RoBERTa-baset Y 0.4 0.977 0.966 0.965 0.967 0.762 0.637 0.620 0.662
RoBERTa-Larget N 0.3 0.966 0.940 0.948 0.934 0.750 0.624 0.6200 0.632
RoBERTa-Large N 0.4 0.977 0.967 0.971 0.977 0.747 0.598 0.625 0.581
RoBERTa-Large Y 0.3 0.961 0.963 0.961 0.969 0.750 0.641 0.619 0.687
RoBERTa-Larget Y 0.4 0.983 0.968 0.965 0.972 0.777 0.651 0.656 0.656

Table 2: Evaluation results by our models on the training and validation set on different setups.
tTest submissions, Tr=Train, Val=Validation,Ac.=Accuracy, Pr.=Precision, Rc.=Recall, Y=Yes, N=No

Submission F1 Prec. Rec. Acc.
RoBERTa-base 0.590 0.587 0.620 0.633
RoBERTa-L 0.631 0.617 0.657 0.670
RoBERTa-L-FSM 0.654 0.654 0.661 0.693
Task Mean 0.5186 0.5649 0.5379 0.5746
Task Median 0.5795 0.6300 0.5885 0.6270

Table 3: Test set performance

tion is at least 90. For each instance of a matched
keyword, we only select the sentence containing
the keyword, the sentence preceding it, and the
sentence following it. This is used as a means to
ensure the model focused only on the outdoor ac-
tivity and the contextual sentiment associated with
it in order to perform a classification. We also key-
words at the beginning of each post to give them
more impact on the model’s final classification.

Model. Our model relies on a RoBERTa1 back-
bone (Liu et al., 2019), from HuggingFace trans-
formers library (Wolf et al., 2020). Each sentence
is first passed into the RoBERTa backbone. Since,
we treat the task as a simple sequence classifica-
tion task, we perform mean-pooling on the 768-
dimensional embeddings (1024 if RoBERTa-large)
generated by the RoBERTa model. Then, we pass
the pooled embedding into 768-dimensional (1024
if RoBERTa-large) dense layer followed by a batch
normalization and ReLU layer. We then pass the
output through a dropout layer before passing it
through a dense layer, which classifies it as one of
the four categories.

Implementation Details. Our tokenizer employs a
maximum token length of 256 tokens with lower-
case text processing. We fine-tune models for 20
epochs using a batch size of 8, a learning rate of
1e−5 with the Adam optimizer (Kingma and Ba,
2017) and dropout p=0.4, and the cross entropy
loss function. All trials use a fixed random seed of
42, and no additional data is used.

1https://huggingface.co/FacebookAI/roberta-base

Figure 2: Raw confusion matrix of the output of
RoBERTa-large with FSM on validation data

3 Results and Discussion

3.1 Training and Validation Results.
Table 2 presents the performance of different mod-
els on both training and validation data. We trained
two models, RoBERTa-base and RoBERTa-large.
Among these, RoBERTa-base without FSM but
with dropout probability p = 0.3 performed best
during training, achieving higher scores across
all metrics. However, it showed signs of over-
fitting as it did not generalize well to the valida-
tion set. For RoBERTa-base, dropout probability
p = 0.3 yielded better average scores. Conversely,
for RoBERTa-large, p = 0.4 led to better aver-
age scores. In terms of validation data, the top-
performing model was RoBERTa-large with FSM
and dropout probability p = 0.4, achieving 77.7%
accuracy and 65.6% precision. Meanwhile, the
model with the highest F1 score was RoBERTa-
base with FSM and dropout probability p = 0.3,
achieving a macro F1 score of 0.653.

3.2 Impact of Text Pre-processing with Fuzzy
String Matching (FSM).

In Table 2, we observe a consistent trend: mod-
els without text pre-processing using Fuzzy String
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Figure 3: Normalized confusion matrix of the output of
RoBERTa-large with FSM on validation data

Matching (FSM) perform better on the training data
across all metrics but exhibit lower scores on the
validation data. This suggests that without FSM,
the models tend to overfit on noisy, unrelated data.
However, with FSM, the models can focus on es-
sential context to improve prediction accuracy.

3.3 Submissions and Test Results.
In Table 3, the test results are summarized.
Among our three submissions RoBERTa-base
with FSM, RoBERTa-Large with and without
FSM—RoBERTa-Large with Fuzzy String Match-
ing (FSM) performed the best, achieving an F1
score of 0.654 and 69.3% accuracy. All our submis-
sions surpassed the mean and median task scores
across all metrics.

3.4 Error analysis of our best performing
model

We performed error analysis on the output of our
best performing model - RoBERTa large with FSM
trained using a dropout of 0.3 - on the validation set.
The raw and normalized confusion matrices of the
model’s outputs are given in 2 and 3 respectively.
We can observe that the neutral class (the outdoor
activity has no effect), is the class on which the
model performs the best. This can be explained
by the imbalanced nature of the dataset. In the
training set, of the 1800 training examples, 1131
belong to the neutral class, 160 to the positive class,
395 to the negative class, and 114 to the unrelated
class (the keyword is not intended as an outdoor
activity in the text). Due to the low numbers in the
other classes, the scope for more granular analysis
is small. However, a possible source inconsistency

in the dataset may arise due to the fact that for ex-
amples, the correct label may be subjective. For
instance consider the text - Be a night shift stocker
at Walmart. You don’t really have to run the regis-
ter and interact - for which the keyword mentioned
was run. The original label for this example was
neutral. However, it can argued that since "run" in
this scenario is not referring to the outdoor activity
of running as in one would in a field or park, it
should be labelled as unrelated. However, in this
instance, "running a register" was likely considered
an outdoor social activity. Subjectivity in assigning
a label can lead to inconsistencies even if one per-
son is labelling, as being consistent across multiple
examples can be challenging. As such, this may
lead to noisy labels and affect the model’s ability
to recognize patterns.

4 Conclusion

In this work, we study Social Anxiety Disorder
using Reddit data to identify individuals who may
experience its symptoms for a prolonged period be-
fore seeking professional help. By applying fuzzy
string matching to find contexts and transfer learn-
ing with RoBERTa, we achieve a validation set
macro-F1 score of 0.65 and a test set score of 0.654,
outperforming the task mean and median scores.
We also have analyzed errors in our best performing
model with possible explanations and reasoning.

5 Limitations

While our method outperforms the mean macro-F1
score for the competition, there are some limita-
tions to our approaches which can be addressed in
future works. Some of them are listed below:

• Since we are only selecting sentences contain-
ing the keyword along with the ones preceding
and succeeding them, context relevant to the
keyword that are far away from the keyword
is being lost. This may result in information
relevant to the keyword being lost. It may be
possible to design more intelligent ways of
restricting context.

• We employed a very simple method to make
the model focus more on the keywords - by
prepending the text a few times with the key-
word. It may be worthwhile to explore other
ways of integrating keyword information.
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