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Abstract

Attributing answer text to its source document
for information-seeking questions is crucial
for building trustworthy, reliable, and account-
able systems. We formulate a new task of
post-hoc answer attribution for long document
comprehension (LDC). Owing to the lack of
long-form abstractive and information-seeking
LDC datasets, we refactor existing datasets to
assess the strengths and weaknesses of exist-
ing retrieval-based and proposed answer de-
composition and textual entailment-based opti-
mal selection attribution systems for this task.
We throw light on the limitations of existing
datasets and the need for datasets to assess the
actual performance of systems on this task.

1 Introduction

Users now benefit from the help of automatic
question-answering (QA) systems on a day-to-day
basis when faced with an information need. Such
systems are integrated into search engines (e.g.,
BingAI1) and digital assistants (e.g., ChatGPT).
However, such systems are prone to generating an-
swers lacking sufficient grounding to knowledge
sources (Dziri et al., 2022; Ji et al., 2023), lead-
ing to the risks of misinformation and hallucina-
tion (Metzler et al., 2021; Shah and Bender, 2022;
Huo et al., 2023). Therefore, attributing the gen-
erated answers to the respective sources is crucial
for building trustworthy, reliable, verifiable, and
accountable systems (Bohnet et al., 2022; Huang
and Chang, 2023; Rashkin et al., 2023; Yue et al.,
2023); by allowing users to verify outputs.

Existing works mainly consider generating at-
tributed text in open-ended settings. These attribu-
tions are generated along with the answers either
one per answer paragraph (Bohnet et al., 2022; Hu

∗This work was done when the author was at Adobe.
1https://www.microsoft.com/en-gb/bing?

form=MW00X7
2A subset of sentences is shown due to space constraints.

Input
Question: When does the next assasins creed come out?
Document: [1] Ubisoft has announced that its next Assassin’s Creed game
will be revealed in September 2022.
[2] Ubisoft shared the first trailer for the game on Saturday.
[3] Assassin’s Creed Mirage, the next entry in Ubisoft’s long-running
action-adventure series, will arrive in 2023.
[4] The publisher announced the release date today during its Ubisoft
Forward event. . . .
Answer: The next Assassin’s Creed game, Assassin’s Creed Mirage, will
arrive in 2023 according to Ubisoft’s announcement during its Ubisoft
Forward event. It will be released for Xbox . . . The game will be revealed
in September 2022.

Output
Attributed answer: The next Assassin’s Creed game, Assassin’s Creed
Mirage, . . . Ubisoft’s announcement during its Ubisoft Forward event [3,4]
. . . The game will be revealed in September 2022 [1].

Table 1: An example taken from reformulated verifiabil-
ity dataset (Liu et al., 2023) that includes a question, a
document,2 and an answer as inputs, and the document-
grounded attributions for each sentence (some may not
have any attribution) in the answer as output.

et al., 2024) or per answer sentence (Gao et al.,
2023a,b; Malaviya et al., 2023). Evidence retrieval
is used to select an answer in reading comprehen-
sion setting (Wang et al., 2019; Yadav et al., 2020;
Cui et al., 2022) for short and extractive answers.
Attribution becomes challenging when answers are
abstractive such that each sentence could be com-
posed of multiple sentences in the source docu-
ment, requiring more sophisticated approaches. To
address this gap, we aim to identify fine-grained
attributions (i.e., sentences grounded in a provided
long document) for each sentence (unlike para-
graph or article) of a long-form abstractive answer
to an information-seeking question asked over a
user-provided document (closed-domain). Such
fine-grained attributions can lead to more trustwor-
thy, reliable, and accountable systems. Specifi-
cally, we propose a new task (Table 1) of post-hoc
answer attribution for long document compre-
hension wherein the input to a system is a (ques-
tion, answer, document) triplet, and output is an
attributed answer consisting of pointers to sen-
tences in the document that provide supporting evi-
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dence for each sentence in the answer.
Building systems for this task is challenging

due to the unavailability of appropriate datasets
as answers in existing information-seeking read-
ing comprehension datasets (e.g., Dasigi et al.,
2021) are short and extractive. Moreover, obtain-
ing attribution annotations is cognitively demand-
ing, labor-intensive, and expensive as it requires
expertise (Kamalloo et al., 2023). Thus, we (a) pro-
pose to reformulate existing datasets curated for
evaluating citation verifiability in generative search
engines (Liu et al., 2023), and generating attributed
explanations in generative information-seeking sys-
tems (Kamalloo et al., 2023), and (b) assess the fea-
sibility of using existing textual entailment models
by proposing ADiOSAA– consisting of an answer
decomposer and a textual entailment-based attrib-
utor that uses an optimal selection strategy to find
attributions for each sentence of an answer.

This work contributes the following: (1) intro-
duces the task of post-hoc answer attribution for
LDC for building trustworthy, verifiable, reliable,
and accountable QA systems (§2); (2) reformu-
lates existing datasets for this task, owing to the
lack of availability of long-form abstractive read-
ing comprehension datasets (§2), and (3) assesses
the strengths and weaknesses of existing retrieval-
based systems, and proposed answer decomposi-
tion and textual entailment-based optimal selection
system, ADiOSAA (§3), by adopting information
retrieval measures (§4).

2 Adapting existing datasets for our task

Task Definition We formalize the task of post-
hoc answer attribution for long document com-
prehension as: given a query Q, a set of sen-
tences S = s1, . . . , sn from document D (namely,
source sentences), and an answer (either generated
from a system or ground-truth) to query Q, the
goal is to identify supporting sentences (namely,
attributions) si ∈ S for each answer sentence
ai ∈ A = a1, . . . , am (may be attributed to mul-
tiple source sentences or none). Since there are
no datasets that match the needs of our task, we
propose to reformulate the Citation Verifiability
dataset (Liu et al., 2023) and Hagrid dataset (Ka-
malloo et al., 2023) for the proposed task.

Reformulation Citation Verifiability Dataset
Citation verifiability dataset (Liu et al., 2023)
consists of questions from NaturalQues-
tions (Kwiatkowski et al., 2019) and ELI5 (Fan

Split Size Avg. No.
of source
sentences

Avg. No.
of attribu-
tions per
sentence

Avg. No.
of sen-
tences per
answer

Avg. No.
of an-
swers per
question

Verifiability/Hagrid

Train 1138/1922 128.58/2.82 1.45/1.26 2.11/1.63 2.63/1.67
Dev 146/716 141.68/2.83 1.49/1.40 2.18/1.71 2.56/1.84
Test 136/− 130.03/− 1.60/− 2.13/− 2.75/−

Table 2: Dataset statistics. No test set in Hagrid.

et al., 2019) and answers are generated from
different generative search engines; Bing Chat,
NeevaAI, perplexity.ai, and YouChat. These
answers are embedded with inline citations
pointing to the web pages. Human annotators
were shown a question and a verification-worthy
sentence from the generated answer with its
corresponding generated citations and were asked
to judge if the citations fully, partially, or do not
support the sentence. For sentences that are fully
supported, annotators also provide sentences on
the webpage that support the answer sentence.
In this open-domian setup, the citations in an
answer may belong to multiple web pages. To
obtain a pseudo document for a question, we focus
on questions anchored to a given document by
combining fully supported web page contents
cited for sentences. Hence, we have a corpus with
questions, answers, a document to which questions
are grounded, and ground truth attributions for
sentences in an answer.

Reformulating Hagrid Dataset Kamalloo et al.
(2023) introduced Hagrid which is constructed
based on human and LLM collaboration by first
automatically collecting attributed answers (for
information-seeking questions in MIRACL (Zhang
et al., 2022) dataset) that follow an inline citation
style using GPT-3.5. Then, asking human annota-
tors to evaluate the LLM answers based on infor-
mativeness and attributability. We establish bench-
marks for this dataset by considering the LLM-
generated answers to be the gold-answers required
as input (as opposed to the task formulation of
Hagrid, wherein output is an attributed answer),
attributability annotations as attributions for sen-
tences in an answer, and labeled relevant passages
as the document. We provide dataset statistics in
Table 2.

3 Answer Decomposition and Optimal
Selection for Answer Attribution

We propose an Answer Decomposition and
Optimal Selection Answer Attribution system for
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MAUs grew 19% Y/Y to 422 
million, or 419 million 
excluding a one-time 
benefit of 3 million MAUs.

Answer

Answer 
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1. MAUs grew 19% Y/Y.
2. MAUs totaled 422 million.
3. MAUs totaled 419 million 

excluding a one-time benefit. 
4. The one-time benefit was 3 

million MAUs.
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Figure 1: Overview of proposed answer attribution sys-
tem, ADiOSAA. The answer decomposer breaks the
given answer into information units, and the attributor
finds the supporting sentences as attributions for each
information unit in the answer.

the introduced task. ADiOSAA consists of two
components (Figure 1): (1) An answer decom-
poser to break each sentence of an answer into
one or more information units (Nenkova and Pas-
sonneau, 2004; Stanovsky et al., 2018; Ernst et al.,
2021) as we believe that an answer sentence is
composed of information from multiple sentences
in the input document. (2) An attributor to find
supporting sentences in the document for a given
information unit in the answer sentence.

Answer Decomposer We prompt (“Please break-
down the following sentence into independent facts:
..") ChatGPT (OpenAI, 2023) to decompose the
given answer into its information units, following
Min et al. (2023) who found such decompositions
to be effective and close to human. This decomposi-
tion resembles past frameworks derived from Ope-
nIE (Stanovsky et al., 2018; Ernst et al., 2021) or
Pyramid (Nenkova and Passonneau, 2004; Shapira
et al., 2019), but avoids relying on annotated data
and achieves greater flexibility by using ChatGPT.
Such decomposition to information units has been
successfully used for claim-verification (Kamoi
et al., 2023) and propositional semantic representa-
tions (Chen et al., 2023).

Attributor Once the answer is decomposed into
its information units, each unit needs to be mapped
to sentences in the input document to provide the
desired attributions. We pose this task of find-
ing supporting sentences in the document for a
given information unit as a textual entailment task.
Textual entailment is the task of identifying if a
given premise (P) entails or does not entail the
given hypothesis (H). For our purpose, we con-
sider sentence(s) in the document as the premise
and an information unit as the hypothesis. We use

Algorithm 1 Optimal Selection Algorithm
1: Inputs: Information unit (iu), D = d1, d2 . . . dn,

Attr(P,H), δ
2: Outputs: L = A list of supporting sentences in D which

together attribute iu
3: L← [], RS← D, prev_score← −1 //

RS: remaining sentences; Initialization
4: while RS is not empty do
5: curr_score← maxdi∈RS Attr(L+ di, iu)
6: dmax ← argmaxdi∈RS Attr(L+ di, iu)
7: if curr_score > prev_score + δ then
8: L += dmax

9: RS −= dmax

10: prev_score = curr_score
11: else
12: break
13: end if
14: end while

RoBERTa-L (Liu et al., 2019) pretrained3 on Doc-
NLI (Yin et al., 2021) dataset (contains paragraph-
level (premise, hypothesis) pairs, see §B for more
details) as the entailment model (attributor) to pre-
dict if the given information unit can be inferred
from the given sentence(s) from the document.

Optimal Selection An answer sentence could be
attributed to multiple sentences in the provided doc-
ument when: (a) the same information is available
in the document at multiple places, and (b) pieces
of information in the answer sentence is available
in different parts of the document. (a) can be solved
by considering the top k (premise hypothesis) pairs
where the premise is the sentence from the docu-
ment and the hypothesis is the sentence or informa-
tion unit of the answer. To solve (b), it is required to
check if a sentence or information unit of an answer
can be entailed from a combination of sentences in
the document as a premise. However, this becomes
computationally expensive; for a document consist-
ing of N sentences, there will be 2N combinations.
To address this issue, we propose an optimal selec-
tion approach that greedily selects sentences from
the document that has the maximum probability of
entailment as described in Algorithm 1. Attr(P ,H)
refers to DocNLI-based attributor which takes sen-
tences from the input document and the informa-
tion unit (or sentence in an answer) and outputs the
probability of entailment of H from P . For each
information unit in a sentence, Algorithm 1 itera-
tively selects a sentence from the set of remaining
source sentences that maximizes the probability of
entailment until the entailment score keeps increas-

3We use the official code and trained model available at
https://github.com/salesforce/DocNLI.
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Model Verifiability Hagrid

(P/R/F1)@1 (P/R/F1)@2 (P/R/F1)@4 (P/R/F1)@1 (P/R/F1)@2 (P/R/F1)@4

BM25 0.669/0.529/0.567 0.443/0.648/0.499 0.270/0.722/0.369 0.815/0.686/0.722 0.740/0.919/0.788 0.678/0.990/0.760
GTR 0.656/0.511/0.550 0.432/0.623/0.483 0.270/0.723/0.371 0.899/0.768/0.804 0.744/0.918/0.790 0.677/0.987/0.759
MonoT5 0.698/0.552/0.593 0.466/0.675/0.522 0.284/0.757/0.389 0.962/0.827/0.864 0.763/0.946/0.811 0.680/0.993/0.762
ADiOSAA 0.545/0.428/0.459 0.484/0.546/0.487 0.476/0.604/0.499 0.856/0.734/0.768 0.848/0.810/0.799 0.848/0.817/0.801
ADiOSAA - D 0.473/0.388/0.412 0.445/0.418/0.412 0.442/0.418/0.411 0.869/0.749/0.782 0.861/0.758/0.783 0.861/0.758/0.783
ADiOSAA - OS 0.375/0.295/0.317 0.280/0.333/0.284 0.256/0.360/0.276 0.793/0.679/0.710 0.745/0.783/0.736 0.743/0.830/0.752
ADiOSAA - D - OS 0.269/0.234/0.243 0.269/0.234/0.243 0.269/0.234/0.243 0.567/0.466/0.494 0.567/0.466/0.494 0.567/0.466/0.494

Table 3: Evaluation results: ADiOSAA systems use top 150 source sentences (see Table 6 in Appendix for results
with GTR, MonoT5, and all the source sentences) retrieved using BM25 for the Verifiability dataset. D denotes
Answer Decomposer, and OS refers to Optimal Selection.

ing above a threshold δ as compared to that in the
previous iteration.

We reorder the attributions for each information
unit based on their score and deduplicate (as dif-
ferent information units may be attributed to the
same source sentence) them to obtain the predicted
attributions for each sentence of an answer.

4 Evaluation

As answer sentence attribution to sentences in the
source document could also be considered as an
information retrieval task, we benchmark the per-
formance of a range of retrieval-based systems:
(1) BM25 (sparse), (2) GTR (dense), and (3)
MonoT5, considering an answer sentence as the
query, and the sentences/passages from the input
document as the document (refer to §A). Because
our task assumes the answer as an input, inline
attribution-based systems like vanilla LLM prompt-
ing (Tay et al., 2022; Weller et al., 2023) and
retrieve-and-read-based systems (Guu et al., 2020;
Borgeaud et al., 2022; Izacard et al., 2022) do not fit
here. For the Verifiability dataset, ADiOSAA sys-
tem and its variants use top 150 retrieved sentences
as the source sentences. As Hagrid has only 2.83
passages per question in total, we consider all the
passages as the source sentences. Additionally, we
perform ablation experiments to demonstrate the
importance of decomposition and optimal selection
in ADiOSAA in the following ways.

ADiOSAA - D considers an answer sentence as
the information unit instead of decomposing it.
This system establishes the importance of the an-
swer decomposer in ADiOSAA.

ADiOSAA - OS decomposes each answer sen-
tence into its information units, and then ranks
source sentences based on their entailment prob-
abilities from the Attr(P ,H) for each information
unit. To obtain attributions for each sentence of the
answer, it deduplicates and reorders the attributions

for all the information units of the sentence based
on the entailment probabilities.

ADiOSAA - D - OS neither uses the answer de-
composer or the optimal selection algorithm rather
for each sentence in the answer, it ranks source
sentences based on their entailment probabilities
from the Attr(P ,H). This system demonstrates the
effectiveness of both the components in ADiOSSA.

Evaluation Measures We report precision (P),
recall (R), and F1@k ∈ {1, 2, 4} predicted attri-
butions per sentence of an answer4 for the test set
of Verifiability dataset and development set of the
Hagrid dataset (as no test set is available). We tune
the threshold for attributor’s entailment probability
(=0.5) and δ (=0.3) in Algorithm 1 based on the
Verifiability development set.

5 Results and Discussion

While MonoT5-based retrieval system outperforms
(Table 3) others for the top-1 prediction, ADiOSAA
variants attain the highest precision when top 2 or
4 predictions are considered. Having a high pre-
cision for top 2 or 4 predictions is important as
the mean number of attributions per sentence > 1
(see Table 2) and with the increase in the number
of predictions, recall may increase or remain the
same however, precision may increase, decrease,
or stay the same. ADiOSAA variants retain higher
precision (as compared to retrieval-based systems)
even with the increase in the number of predictions,
indicating that retrieval-based systems are good at
retrieving one attribution correctly but fail for the
second (or more) one compared to our systems.
This shows that our systems capture abstractive
and compositional attributions more correctly. Op-
timal selection results in a significant improvement.
Higher gains due to optimal selection under no
decomposition (difference between ADiOSAA-D

4We filter out the instances where answer sentences were
extracted directly from the documents.
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and ADiOSAA-D-OS) than under decomposition
(difference between ADiOSAA and ADiOSAA-OS)
shows that the answer sentence is composed of mul-
tiple document sentences which are better captured
with optimal selection. However, under decompo-
sition, it is more likely that now the decomposed
units could be attributed to a single sentence in the
document. Decomposition also helps in better pre-
dictions (compare ADiOSAA-OS with ADiOSAA-
D-OS) showing that compositional answers have
multiple attributions to different sentences in the
input document. Further, due to a small number of
source sentences (avg. 2.83) in Hagrid, the preci-
sion and recall values are higher as compared to
that in the Verifiability dataset.

Good performance of retrieval-based systems in-
dicate that the existing datasets are less abstractive
for long-form comprehension, suggesting the need
for research in creating more challenging datasets
to foster the development of trustworthy, reliable,
and accountable systems that can be used in real-
world information-seeking scenarios.

Quality of Decompositions Prior works have
used ChatGPT for decomposing facts (Min et al.,
2023) or claims (Kamoi et al., 2023) and have
shown it to perform reasonably well. We manually
examine a subset of decompositions and find that
the decomposer might sometimes over-decompose
a simple sentence, or generate hallucinated infor-
mation units (see Table 4 in the appendix for ex-
amples). We leave a careful analysis of error cat-
egories, and ways to mitigate hallucinations and
over-decompositions for future work.

6 Conclusion

We introduce a task of post-hoc answer attribu-
tion for long document comprehension, reformu-
late existing datasets, and asses the feasibility of
existing textual entailment and retrieval-based sys-
tems in performing this task. Evaluation shows that
retrieval-based systems are good at top one predic-
tion however, our proposed answer decomposition
and textual entailment-based optimal selection sys-
tem, ADiOSAA, performs better when more than
one predictions are considered. This further in-
dicates the need for highly abstractive long-form
reading comprehension datasets that can foster the
development and evaluation of more sophisticated
attribution systems.

7 Limitations

We note the following limitations of our work.
(1) The decompositions are obtained without tak-
ing into consideration the source document which
might result in unnecessary answer decompositions.
This issue can be resolved if the information units
are explicitly constrained in the input document,
and (2) ADiOSAA is a post-hoc inference time at-
tribution system which uses off-the-shelf trained
model, DocNLI. However, future work may con-
sider developing supervised systems for perform-
ing the task on the verifiability dataset, and building
end-to-end systems where decomposition and opti-
mal selection may happen in an interactive manner.
(3) We acknowledge the performance dependence
of ADiOSAA on the Attributor. Further investiga-
tion into the impact of NLI model’s performance
on the final results is an avenue for future work.
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Appendix

A Baseline Models

• BM25 (sparse) is a classical bag-of-words
based sparse retrieval method that relies on
lexical overlap, term frequency heuristics,
inverse document frequency and document
length for retrieval relevant passages given a
query.

• GTR (dense) is a dense retrieval method
that embeds both documents and queries into
low-dimensional representations using T5-
based (Raffel et al., 2020) dual encoders, with
one of the encoders tailored to the queries and
the other to the documents.

• MonoT5 is a T5-based model that takes a
query and a document, and outputs the proba-
bility of relevance of document with respect
to the query. The documents are ranked based
on this probability.

B Entailment model DocNLI

We have used RoBERTa-L model trained on Doc-
NLI dataset as our go-to entailment model. Doc-
NLI contains an array of reformulated versions
of existing datasets (adversarial NLI (ANLI) (Nie
et al., 2019), the question answering benchmark
SQuAD (Rajpurkar et al., 2016) and three sum-
marization benchmarks (CNN/DailyMail (Nalla-
pati et al., 2016), DUC20015, and Curation (Cu-
ration, 2020))) by transforming various summa-
rization and question answering datasets into nat-
ural language inference form to ensure that the
premise and hypothesis are paragraph-level long
and that the dataset does not contain any artifacts
such as hypothesis length bias, direct overlap be-
tween premise and hypothesis. Table 5 reports
the accuracy results of DocNLI on various NLI
datasets.

C Additional Results

We present results on verifiability dataset when top
150 sentences retrieved using GTR and MonoT5
are used by ADiOSAA and when all the sentences
in a document are used in Table 6. In all the cases,
ADiOSAA outperforms all the ablations - remov-
ing decompose, optimal selection or both. This

5https://www-nlpir.nist.gov/projects/
duc/guidelines/2001.html

shows that each of the components of the proposed
approach is important for the attribution task.

C.1 Implementation Details
The RoBERTa-L model contains 355 million pa-
rameters. We use off-the-shelf model so no train-
ing is required. We only perform inference on one
NVIDIA T4 16GB GPU machine. All the reported
scores are from one run of the model inference. Hy-
perparameter tuning is done for δ and entailment
probability threshold using the development set of
Verifiability dataset.
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S.No. Input Output Decompositions

Correct Decompositions

1. Based on the given contexts, the University Library of the Library of
Congress in Washington D.C. is the biggest library in the world, with more
than 167 million items including books, printed materials, recordings,
photographs, maps, sheet music, and manuscripts.

The University Library of the Library of Congress is in Washington D.C.
The University Library of the Library of Congress is the biggest library in
the world. The University Library of the Library of Congress has more than
167 million items. The items include books, printed materials, recordings,
photographs, maps, sheet music, and manuscripts.

2. The Islamic Golden Age is traditionally dated from the 8th century to the
14th century.

The Islamic Golden Age is traditionally dated. The Islamic Golden Age
is traditionally dated from the 8th century. The Islamic Golden Age is
traditionally dated to the 14th century.

Erroneous Decompositions

1. Ronnie Van Zant was born in Jacksonville, Florida. Ronnie Van Zant was born. Ronnie Van Zant was born in Jacksonville,
Florida

2. The Beer Store, also known as Brewers Retail Inc, was founded in 1927. The Beer Store is also known as Brewers Retail Inc. The Beer Store was
founded in 1927. The Beer Store was founded in Ontario, Canada

Table 4: Sample outputs from the Answer Decomposer. 1. shows over-decomposition, and 2. shows hallucination
error under Erroneous Decompositions.

FEVER MCTest (v160) MCTest (v500) SciTail MNLI

88.84 90.00 85.83 78.17 91.13

Table 5: Accuracy of DocNLI (used as the Attributor in our work) model on various NLI datasets. We report the
numbers as-is from Yin et al. (2021).

Model Top 1 Top 2 Top 4

P R F1 P R F1 P R F1

All + ADIOSAA 0.537 0.422 0.452 0.479 0.540 0.482 0.471 0.598 0.494
All + ADIOSAA - Decomposer 0.462 0.381 0.404 0.435 0.408 0.402 0.433 0.408 0.401
All + ADIOSAA - Optimal Selection 0.368 0.289 0.311 0.272 0.327 0.279 0.250 0.353 0.270
All + ADIOSAA - Decomposer - Optimal Selection 0.262 0.226 0.236 0.262 0.226 0.236 0.262 0.226 0.236

GTR + ADIOSAA 0.538 0.423 0.453 0.479 0.541 0.483 0.471 0.598 0.494
GTR + ADIOSAA - Decomposer 0.463 0.382 0.405 0.435 0.409 0.403 0.433 0.409 0.402
GTR + ADIOSAA - Optimal Selection 0.372 0.294 0.315 0.275 0.332 0.282 0.252 0.358 0.273
GTR + ADIOSAA - Decomposer - Optimal Selection 0.265 0.229 0.238 0.265 0.229 0.238 0.265 0.229 0.238

MonoT5 + ADIOSAA 0.537 0.422 0.452 0.479 0.540 0.482 0.471 0.598 0.494
MonoT5 + ADIOSAA - Decomposer 0.467 0.385 0.408 0.439 0.412 0.407 0.437 0.413 0.406
MonoT5 + ADIOSAA - Optimal Selection 0.371 0.292 0.314 0.274 0.330 0.281 0.251 0.356 0.272
MonoT5 + ADIOSAA - Decomposer - Optimal Selection 0.265 0.229 0.238 0.265 0.229 0.238 0.265 0.229 0.238

Table 6: Evaluation results with GTR, MonoT5 and all sentences for Verifiability dataset.
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