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Abstract. This paper performs a comparative analysis of the pre-trained neural
models of PT'T5 and FLAN-T5 for Brazilian Portuguese automatic question
generation. To this end, two datasets, PIRA and FairyTaleQA, were used to eva-
luate the ability of these models to generate questions from two scenarios: (i)
considering only the context and (ii) using the context and the expected answer.
The ROUGE-L and BERTScore measures were used to assess the generated
questions, in addition to an analysis based on GPT'-40. The results demons-
trated that the PTT51q,4. model consistently outperformed the other models,
generating 93.06% of valid questions in PIRA and 82.32% in FairyTaleQA ba-
sed on the G PT-40 evaluation.

Resumo. Este artigo apresenta uma andlise comparativa dos modelos neurais
pré-treinados do PTT5 e FLAN-TS para a geracdo automdtica de pergun-
tas em portugués do Brasil. Para isso, foram utilizados dois conjuntos de da-
dos, PIRA e FairyTaleQA, para avaliar a capacidade desses modelos de gerar
perguntas a partir de dois cendrios: (i) considerando apenas o contexto e (ii)
usando o contexto e a resposta esperada. As medidas do ROUGE-L e do BERTS-
core foram usadas para avaliar as perguntas geradas, além de uma andlise ba-
seada no GPT-4o. Os resultados demonstram que o modelo PTT5y 44 apre-
sentou consistentemente desempenho superior aos demais modelos, gerando
93,06% de perguntas vdlidas no PIRA e 82,32% no FairyTaleQA na avaliagdo
baseada no G PT-4o.

1. Introducao

A Geragao de Perguntas (QG, do inglés Question Generation) € uma tarefa da
area de Processamento de Linguagem Natural (PLN), que envolve a criagdo au-
tomdtica de perguntas a partir de um dado texto ou conjuntos de dados textuais
[Zhang et al. 2021]. Usando técnicas de PLN e algoritmos de Aprendizado de Méaquina
(AM), os sistemas de QG visam gerar perguntas gramaticalmente corretas e contextu-
almente relevantes [da Rocha Junqueira et al. 2024]. Diante da grande abundancia de
informacodes digitais, sistemas de QG possuem diversas potenciais dreas de aplicacao
[Mulla and Gharpure 2023]. Na darea da educacdo, a aplicacdo de abordagens de QG
pode contribuir para o desenvolvimento de materiais de avaliacdo, questiondrios praticos,
no desenvolvimento de sistemas de tutoria, aprimorando processos de aprendizagem e



avaliacdo [Kurdi et al. 2020]. No ambito dos sistemas de perguntas e respostas (QA, do
inglés Question Answering), abordagens de QG té€m sido usadas para o treinamento de
modelos com pouca supervisao ou para fins de aumento de dados [Puri et al. 2020].

Apesar do crescente interesse em pesquisas envolvendo a tarefa de QG, a mai-
oria desses estudos concentra-se predominantemente na lingua inglesa, onde ha di-
versos recursos € bases de dados disponiveis para experimenta¢do e desenvolvimento
[Zhang et al. 2021, Mulla and Gharpure 2023]. Em contrapartida, as pesquisas foca-
das na lingua portuguesa, especialmente para o portugu€s do Brasil, ainda sdo li-
mitadas, resultando em uma escassez tanto de estudos quanto de bases de dados
[da Rocha Junqueira et al. 2024, Leite et al. 2024]. Essa lacuna impde desafios adicio-
nais para o avanco no desenvolvimento e na aplicagdo prética de sistemas de QG, uma
vez que a adaptacdo de modelos e técnicas desenvolvidas para o inglés nem sempre se
traduzem diretamente em resultados eficazes em outros idiomas, dada a complexidade e
as particularidades linguisticas inerentes de linguagem natural.

Este artigo tem como objetivo investigar a aplicagdo de modelos neurais de lingua-
gem pré-treinados baseados na arquitetura Transformers [Vaswani 2017], mais especifi-
camente os modelos PTT5 [Carmo et al. 2020] e F' LAN-T5 [Chung et al. 2024] para a
tarefa de QG em portugués do Brasil. Para isso, foi realizado o ajuste fino desses mo-
delos em suas arquiteturas small, base e large, utilizando as bases de dados do PIRA
[Paschoal et al. 2021], nativa em portugués, e uma versao traduzida da base de dados
FairytaleQA [Leite et al. 2024] para o portugués do Brasil. Os experimentos foram rea-
lizados em dois cendrios: no primeiro, as perguntas foram geradas a partir somente de
um dado contexto; no segundo, as perguntas foram geradas considerando tanto o con-
texto quanto uma resposta prévia. A avaliacdo dos resultados foi realizada por meio das
medidas automaticas do ROUGE-L e BERTScore, que sdo comumente utilizadas para
avaliar abordagens de QG em termos de similaridade 1éxica e semantica das perguntas
geradas com as perguntas de referéncia. Além disso, foi realizado um experimento adi-
cional utilizando o modelo G PT-40 para avaliar as perguntas geradas. Esse experimento
teve como objetivo complementar as avaliagdes quantitativas anteriores, proporcionando
uma andlise adicional da qualidade das perguntas geradas.

As principais contribui¢des deste artigo incluem: (i) o ajuste fino e a avaliacdo
de diferentes arquiteturas dos modelos PT1T5 e FFLAN-T'5 para a tarefa de QG em por-
tugués do Brasil; e (ii) uma extensa investigagcao considerando duas bases de dados, PIRA
e FairytaleQA, e duas variag¢des da tarefa. O cédigo-fonte desenvolvido neste trabalho esta
ptiblico em um repositério do GitHub!.

2. Trabalhos Relacionados

As abordagens de geracdo de perguntas podem ser classificadas em métodos convencio-
nais e baseados em modelos neurais [Zhang et al. 2021]. Os métodos convencionais de
QG baseiam-se principalmente na aplicacao de regras heuristicas para transformar os tex-
tos em perguntas relacionadas. Recentemente, com a evolucdo das arquiteturas de redes
neurais profundas, houve uma mudanga de paradigma na tarefa para a ado¢ao de modelos
neurais, permitindo assim, o desenvolvimento de abordagens orientadas a dados e com-
pletamente treindveis, na qual a selecdo de contetido e a construgdo de perguntas podem

'"https://github.com/laicsiifes/question_generation_ptbr
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ser otimizadas de forma combinada. Embora exista uma vasta literatura sobre QG em
diversos idiomas [Kurdi et al. 2020, Zhang et al. 2021, Mulla and Gharpure 2023], por
limitagdo de espago, esta se¢do foca em trabalhos envolvendo o portugués do Brasil.

Em [Leite and Lopes Cardoso 2022], os autores apresentam um estudo que envol-
veu o treinamento do modelo PT'T'5 para a geracdo de perguntas utilizando uma versao
em portugués do conjunto de dados SQuAD 1.1. Os resultados obtidos foram encora-
jadores, com desempenho equiparavel com a implementacdo em inglés do modelo 75,
evidenciando a eficicia dos modelos baseados na arquitetura Transformers e estabele-
cendo baselines para futuras comparacdes para a tarefa de QG em portugués. Oliveira
et al. [Oliveira et al. 2023] abordam o desafio de gerar e classificar distratores (opcoes
incorretas) para questoes de multipla escolha em portugués. Os autores desenvolveram e
combinam varios métodos de geracao de distratores, incluindo extra¢do baseada em con-
texto, manipulagdo numérica e similaridade semantica a partir de recursos como WordNet.

Junqueira et al. [da Rocha Junqueira et al. 2024] apresentaram uma investigacao
do desempenho dos modelos 7’5, FLAN-TH e BART-PT para a geragdo de perguntas
factuais em portugués do Brasil. Para mitigar o problema da escassez de dados, foi uti-
lizada uma versao em portugués brasileiro do SQuAD v1.1, obtida por meio de tradugao
automadtica. Leite et al. [Leite et al. 2024] realizaram a construcdo de versoes traduzidas
automaticamente da base de dados FairytaleQA, que é um conjunto de dados comumente
usado para o desenvolvimento de sistemas de perguntas e respostas em inglés. Foram
desenvolvidas versoes do FairytaleQA para o portugués de Portugal, portugués do Brasil,
espanhol e francés, que podem ser usadas em pesquisas da area de QG e QA. Além disso,
foram realizados experimentos usando modelos neurais baseados na arquitetura 7'5.

Este trabalho difere dos anteriores ao: (i) treinar e avaliar diferentes tamanhos
de arquitetura dos modelos PTT5 e FLAN-T5, (ii) considerar dois cendrios da tarefa
de QG, (iii) adotar uma base de dados escrita nativamente em portugués (PIRA) e outra
obtida por meio de tradu¢do automética (FairytaleQA), e (iv) analisar o desempenho dos
modelos usando uma abordagem com o modelo GPT-40, além de tradicionais medidas
de avaliacao consideradas em trabalhos anteriores.

3. Materiais e Métodos
3.1. Bases de Dados

Neste trabalho foram utilizados dois conjuntos de dados, o PIRA [Paschoal et al. 2021]
e o FairyTaleQA [Xu et al. 2022]. Essas bases de dados foram selecionadas por serem
usadas em trabalhos da literatura na tarefa de geracdo de perguntas ou de sistemas de
perguntas e respostas em portugués do Brasil. Além disso, elas possuem trés componentes
essenciais para a tarefa de QG: (i) contexto textual, (ii) pergunta associada e (iii) resposta
correspondente.

O PIRA ¢ uma base de dados bilingue (portugués-inglés) focada em questdes
ocednicas e da costa brasileira. A base contém 2.261 textos extraidos de trechos de re-
latérios das Nagdes Unidas sobre o oceano e de resumos relacionados ao litoral brasileiro
[Paschoal et al. 2021]. As perguntas e respostas foram criadas manualmente em um pro-
cesso de revisao em pares por avaliadores humanos. Apds uma anélise da base de dados,
foi observado que alguns exemplos ndo apresentam as respostas para as perguntas. Por



isso, esses exemplos foram removidos, ja que a resposta é um elemento importante para
os experimentos realizados neste trabalho.

O FairyTaleQA ¢ uma base de dados comumente usada para avaliar sistemas de
perguntas e respostas em inglés. Essa base foi criada por especialistas em educacdo e
¢ composta por textos narrativos infantis. Leite et al. [Leite et al. 2024] realizaram um
processo de traducdo do FairyTaleQA para diversos idiomas, incluindo o portugués de
Portugal e do Brasil. Neste trabalho, foi utilizada a versao traduzida para o portugués do
Brasil, que compreende 10.580 perguntas e respostas derivadas de 278 histdrias infantis.

Na Tabela 1 sdo apresentadas para cada base de dados as estatisticas do total de
exemplos em cada conjunto (treinamento, validacdo e teste) e o tamanho médio e desvio
padrdo do total de palavras para cada componente (contexto, pergunta e resposta). Para
gerar essas estatisticas, foi utilizada a ferramenta spaCy? para o processamento dos textos.

Tabela 1. Estatistica das bases de dados do PIRA e FairyTaleQA

Base de Dados | Conjunto | Exemplos | Componente | Média de Palavras (Desvio Padrao)
Contexto 274,73 (141,41)
Treino 1.756 Pergunta 13,83 (5,62)
Resposta 14,32 (11,76)
Contexto 273,98 (157,08)
PIRA Validagio 215 Pergunta 13,65 (5.38)
Resposta 15,04 (12,06)
Contexto 250,58 (128,98)
Teste 216 Pergunta 13,36 (5,68)
Resposta 14,92 (14,50)
Contexto 182,51 (94,53)
Treino 8.548 Pergunta 10,23 (3,38)
Resposta 6,98 (5,73)
Contexto 170,08 (74,18)
FairyTaleQA Validagao 1.025 Pergunta 10,93 (3,40)
Resposta 7,52 (5,96)
Contexto 168,92 (73,77)
Teste 1.007 Pergunta 10,48 (3,30)
Resposta 6,80 (5,31)

3.2. Modelos Avaliados

Neste trabalho, foram avaliados os modelos PTT5 e o FLAN-T5, baseados na arquite-
tura Text-to-Text Transfer Transformer (T5) [Raffel et al. 2020]. Apesar de existirem dife-
rentes tamanhos de arquitetura, as trés comumente usadas sdo “small”, “base” e “large”.
Elas possuem um ndmero crescente de parametros, o que geralmente resulta em maior
capacidade de aprendizado, mas também em um maior custo computacional. Esses mo-
delos foram escolhidos devido ao seu desempenho promissor em tarefas de PLN e por
terem sido explorados em trabalhos anteriores.

O PTT5 é uma adaptacdo do modelo 7’5, especificamente pré-treinada para o
portugués do Brasil [Carmo et al. 2020]. O modelo foi pré-treinado no corpus BrWac
[Wagner Filho et al. 2018], uma extensa cole¢do de paginas web em portugués, contendo
aproximadamente 2,7 bilhoes de fokens. Foram utilizados os modelos PT"T'5g,q11, que
possui aproximadamente 60 milhdes de parametros, o PTT5p,s, com cerca de 220
milhdes de pardmetros, € 0 PT1'574r4e, que apresenta aproximadamente 740 milhdes
de parametros.

https://spacy.io/
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O FLAN-T5 [Chung et al. 2024] é uma versao aprimorada do 7'5 pré-treinado
em multiplas tarefas de PLN. Esse modelo foi pré-treinado majoritariamente em do-
cumentos em inglés, mas possui suporte a outros idiomas, como o portugués. Foram
avaliadas trés variantes deste modelo: 0 F'LAN-T5g,,.u com cerca de 80 milhGes de
parametros, o FFLAN-T5pg,,. contendo aproximadamente 250 milhdes de parametros, e
0 FLAN-T5py4. apresentando cerca de 780 milhdes de parametros. Sua inclusdo tem
o objetivo de avaliar como um modelo com treinamento diversificado se comporta em
comparacao a modelos especializados em um tunico idioma e tarefa.

3.3. Metodologia Experimental

A metodologia experimental utilizada neste trabalho envolveu o desenvolvimento, ajuste
fino e a avaliacdo dos modelos investigados, especificamente ajustados para dois cendrios
da tarefa de geracdo de perguntas, conforme ilustrado na Figura 1. Para cada cendrio, seis
modelos foram treinados, considerando os trés tamanhos de arquitetura e os dois modelos
PTT5 e FLAN-T5. No primeiro cenario, foi analisada a variacao da tarefa que gera
perguntas a partir somente do contexto, como entrada. Ja no segundo cendrio, os modelos
recebem tanto o contexto quanto uma resposta como entrada e devem gerar uma pergunta

como saida.
Entroda. Modelo Per‘ﬂ-un‘to\
Cen&rio 1 Contexto
Entrada
Cendrico 2 Contexto e Modlelo Pergunta
resposta

Figura 1. Cenarios da tarefa de QG analisados.

Os modelos PT'T5 e FLAN-T5 foram implementados usando a biblioteca Trans-
formers®. O tamanho de entrada méximo foi definido para 512 tokens, enquanto a saida
foi configurada para no maximo 40 tokens. Durante o treinamento, os modelos foram
ajustados por no méaximo 20 épocas, sendo utilizada a estratégia de parada antecipada
com uma paciéncia de 5 épocas. Para mitigar o sobreajuste dos modelos, ao final de cada
época, o modelo treinado € aplicado no conjunto de validacao e é computada a medida do
ROUGE-L, sendo salvo somente o modelo com maior valor. Durante a geracdo das per-
guntas, foi utilizado o algoritmo de Beam Search com uma largura de tamanho 5. Esses
valores foram definidos a partir da anélise de trabalhos anteriores.

A avaliacdo do desempenho dos modelos foi realizada por meio de duas abor-
dagens: a aplicacdo de métricas automadticas de similaridade e uma avaliagdo com
base no modelo de linguagem G PT-40. Para a avaliagdo automatica, foi utilizada a
métrica Recall-Oriented Understudy for Gisting Evaluation Longest Common Subse-
quence (ROUGE-L) [Lin 2004], que mensura a similaridade com base na maior sequéncia
de palavras em comum entre as perguntas geradas e as perguntas de referéncia. Adicional-
mente, foi utilizada a métrica BERTScore [Zhang et al. 2019], que calcula a similaridade
de cosseno a partir das representacdes em embeddings extraidas do modelo Bidirectional
Encoder Representations for Transformers (BERT).

Shttps://huggingface.co/docs/transformers/index
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Para uma avaliacdo mais holistica e contextualmente relevante, foi realizada uma
andlise usando o modelo GPT-40. Essa avaliacdo foi pensada porque, dado um con-
texto especifico, € possivel gerar multiplas perguntas vélidas que nio necessariamente
precisam ser idénticas a pergunta de referéncia presente nas bases de dados usadas nos
experimentos. Esta situacdo € particularmente relevante no Cendrio 1, onde apenas o con-
texto € fornecido como entrada para o modelo. Neste caso, diversas perguntas podem
ser consideradas validas, desde que sejam respondiveis com base no contexto fornecido.
Em contraste, no Cenario 2, onde o contexto e a resposta esperada sdao fornecidos como
entrada, a pergunta gerada deve ser semanticamente equivalente a pergunta de referéncia.

O processo de avaliacao utilizando o G PT-4o foi inspirado na técnica de Retrieval
Augmented Generation (RAG). Esta técnica consiste em fornecer um contexto e uma per-
gunta para um modelo de linguagem de grande escala (LLM, do inglés Large Language
Model), solicitando que ele responda a pergunta usando apenas o contexto fornecido ou
sinalize caso ndo seja possivel [Chen et al. 2024]. Seguindo esta abordagem, foi criado
um prompt* contendo o contexto original e a pergunta gerada pelos modelos avaliados.
Este prompt foi entdo submetido ao GPT-40, com a instrucdo de responder a pergunta
utilizando somente o contexto fornecido ou indicar a impossibilidade de resposta. Com
base nas respostas do G PT-4o, foi calculado o percentual de perguntas validas (aquelas
que o LLLM conseguiu responder com base no contexto) e invédlidas (as que nio pude-
ram ser respondidas) para cada modelo avaliado. Deste modo, foi possivel analisar se
as perguntas geradas foram relevantes ao contexto, ainda que diferentes da pergunta de
referéncia. Embora esta andlise seja automatizada, foi realizada uma inspe¢do manual em
amostras das saidas do G PT'-4o para verificar sua confiabilidade. Foi observado que, em
geral, o LLM identificava corretamente as perguntas vélidas e invélidas.

4. Resultados

Na Tabela 2 s@o apresentados os resultados dos experimentos, considerando os cenérios
1 e 2, com base nas medidas de avaliacdo do ROUGE-L e BERTScore. No Cenério 1
(apenas contexto), 0 PTT5pqs € 0 PTT'5,4r4c apresentaram os melhores desempenhos
para as bases de dados do FairyTaleQA e PIRA, respectivamente. No Cendrio 2 (contexto
e resposta esperada), o PT1'5,4,4c Superou os demais modelos em ambas as bases. Fica
evidente que os modelos PT'T'5 consistentemente obtiveram melhores resultados do que
os modelos F'LAN-T5 em ambos os conjuntos de dados e cendrios, sugerindo que o pré-
treinamento especifico em portugués confere vantagens na tarefa de geracio de perguntas.

Comparando os resultados obtidos em ambos os cendrios de avaliacao, observa-se
que os modelos apresentaram melhores desempenhos no Cendrio 2 em comparacdo com
o Cendrio 1. Isso acontece porque no Cendrio 2, como a resposta € dada como entrada, ela
guia os modelos a gerarem perguntas para aquele contexto e resposta. Assim, a pergunta
gerada precisa ser semanticamente equivalente a pergunta de referéncia. Tal situagdo ndo
ocorre no Cenadrio 1, ja que € somente dado o contexto como entrada e, para um mesmo
contexto, € possivel gerar diversas perguntas vdlidas. Por isso, para melhor avaliar o
Cenario 1, foram realizadas as analises usando o modelo G PT-4o.

Na Tabela 3 s@o apresentados os resultados da avaliacio dos modelos no Cenario
1 usando o GG PT-40. Os resultados obtidos apresentam um padrdo similar ao primeiro ex-

4O prompt usado est4 disponivel no repositério do projeto.
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Tabela 2. Resultados dos experimentos nos cenarios 1 e 2.

Cenario | Base de Dados Modelo ROUGE-L | BERTScore
PTT55mal 0,2491 0,3976
PTT554se 0,2699 0,4137
) PTT5 . ar0e 0,2668 0,4093
FairyTaleQA | 1oy A N5 Sfml . 0,2412 0,3469
FLAN-T5gase 0,2497 0,3590
. FLAN-T5L0rge 0,2354 0,3448
PTT55mall 0,2109 0,2982
PTT5Base 0,2266 0,3265
PIRA PTT5Large 0,2280 0,3449
FLAN-T55manl 0,1581 0,2099
FLAN-T5Basc 0,1723 0,2404
FLAN-T5Large 0,2219 0,2988
PTT55mall 0,4230 0,5429
PTT5B0s0 0,4786 0,5906
) PTT5ar0e 0,4938 0,6057
FairyTaleQA | o7 A n_T5 Sfml . 0,3190 0,4203
FLAN-T5gase 0,3672 04611
5 FLAN-T5[,4rge 0,3810 0,4884
PTT55mall 0,2625 0,3635
PTT5Base 0,3506 0,4505
PIRA PTT5Large 0,3640 0,4656
FLAN-T55mall 0,1680 0,2220
FLAN-T5Base 0,1934 0,2579
FLAN-T5Large 0,2620 0,3257

perimento, mas com algumas diferencas importantes. O PT7'514,4. Obteve o melhor de-
sempenho em ambas as bases de dados, com 82,32% das perguntas geradas sendo consi-
deradas validas no FairyTaleQA e 93,06% no PIRA. E possivel observar uma divergéncia
entre as medidas autométicas e a avaliacio G PT-4o, particularmente no PIRA. Enquanto
as medidas do ROUGE-L e BERTScore indicaram valores menores para o PIRA em
comparagdo com o FairyTaleQA, a avaliacdo G PT-40 mostrou uma tendéncia oposta,
com percentuais mais altos de perguntas vélidas no PIRA.

Tabela 3. Resultados da avaliagao do Cenario 1 usando o GPT-4o.

Base de Dados Modelo Valida | Invalida | % Valida
PTT55mall 630 327 67,53
PTT5Bose 726 281 72,10
. PTT5ar0e 829 178 82,32
FairyTaleQA | pop /N s 1 451 556 44,79
FLAN-T5p4. | 525 482 52,14
FLAN-T5Large | 719 288 71,40
PTT5small 135 81 62,50
PTT5Bose 199 17 92,13
] PTT5 000 201 15 93,06
PIRA FLAN-T5e.0n | 122 94 56,48
FLAN-T5pps | 138 78 63,89
FLAN-T5p4rg | 197 19 91,20

Na Figura 2 é apresentado um exemplo extraido da base de dados do PIRA, con-
tendo o contexto, as perguntas geradas pelos modelos P7T'5 e a saida da andlise usando o
G PT-40. Nesse exemplo, é possivel ver que os modelos PTT5;4,4c € PTT5p4s foram
capazes de gerar perguntas que podem ser respondidas pelo contexto, sendo assim consi-
deradas vdlidas. Por outro lado, 0 modelo PT"T'5g,,,; gerou uma pergunta confusa sobre
a Petroleo Brasileiro SA nao ter comentado sobre a estimativa de produgdo revisada. Ape-
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sar de ser mencionado no contexto, nao estd explicito nele o porqué disso. Sendo assim,
considerada invdlida pela avaliagdo do G PT-4o.

Contexto: O BG GROUP produziu recentemente uma nova estimativa na descoberta de 6leo de
Tupi na Bacia de Santos, afirmando que o campo contém 12-30 bilhdes boe ou mais. Por um
lado, a Petroleo Brasileiro SA de Petréleo (Petrobras) ndo comentou sobre a estimativa de producéo
revisada. Pode-se lembrar que a Petrobras relatou a descoberta para ser de 8 bilhdes bbl de luz
em bruto em 2007. Enquanto isso, alegacdoes de BG foram produzidas em uma declaragdo sobre
a estratégia de crescimento a longo prazo da empresa, lancada a frente da apresentacdo de seus
resultados do quarto trimestre.

PTT5g,qu: Por que a Petroleo Brasileiro SA de Petréleo (Petrobras) ndo comentou sobre a esti-
mativa de produgao revisada?
Avaliaciio: INVALIDA.

PTT5puse: Qual foi a estimativa do BG Group para a descoberta de 6leo de Tupi na Bacia de
Santos?
Avaliacio: VALIDA.

PTT54rge: Qual a estimativa do BG Group para a quantidade de 6leo de Tupi na Bacia de Santos?
Avaliaciio: VALIDA.

Figura 2. Exemplo de contexto extraido do PIRA e perguntas consideradas
validas e invalidas pelo G PT-40.

5. Consideracoes Finais e Trabalhos Futuros

Neste trabalho, foi realizada uma andlise comparativa dos modelos PTT5 e FFLAN-T5
para a tarefa de geracdo automdtica de perguntas. Para isso, foram utilizadas as bases de
dados do PIRA e uma versdo traduzida do FairyTaleQA para o portugués do Brasil. O
desempenho dos modelos foi avaliado usando uma abordagem tradicional, considerando
as medidas de avaliagdo do ROUGE-L e do BERTScore. Além dessa abordagem, foi re-
alizada uma andlise das perguntas geradas pelos modelos usando o G PT-40, avaliando
se as perguntas geradas poderiam ser respondidas somente a partir do contexto fornecido.
Os resultados experimentais demonstraram que o modelo PT7T'5,4,4. Obteve os melhores
resultados em quase todos os cendrios avaliados. Os resultados obtidos indicam a eficicia
do pré-treinamento especifico em portugués, evidenciada pelo desempenho superior con-
sistente dos modelos P7"T'5 em comparagdo com os modelos F'LAN-T'5.

Apesar dos resultados encorajadores obtidos, o trabalho apresenta diversas
limitagdes, que serdo melhor exploradas. Dentre elas, pode-se destacar duas li-
nhas de pesquisa futuras: (i) investigar o desempenho de LLMs, como o Llama 3
[Touvron et al. 2023], Gemma [Team et al. 2024] e Sabia [Almeida et al. 2024]; e (ii) re-
alizar uma avaliacdo humana para complementar as avaliagcdes automaticas realizadas.
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