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Abstract. The recognition of toxic and hate speech on social media platforms is
important due to the significant risks posed to users and the digital ecosystem.
Current state-of-the-art models, such as BERTimbau, have set benchmarks for
Portuguese text classification, yet challenges remain in accurately detecting toxic
content. This paper investigates the effectiveness of fine-tuning a smaller, open-
source decoder-only model, LLaMA 3.1 8B 4bit, for this task. We propose an
iterative prompt evolution method to optimize the model’s performance. Our
results demonstrate that fine-tuning significantly enhances the LLaMA model’s
Fl-score from 0.61 to 0.75, surpassing BERTimbau in precision and matching
the performance of the GPT-40 mini. However, the approach depends on the
quality of the language models used for prompt evolution, highlighting the need
for further research to enhance robustness in this area.

1. Introduction

The task of recognizing toxic and hate speech has gained substantial attention in recent
years, particularly with the surge of user-generated content on social media platforms. As
these platforms increasingly shape public discourse, the proliferation of harmful content
presents significant risks to both individual users and the broader digital environment.
Consequently, the need for effective moderation tools has escalated, driving research
toward automated solutions capable of operating at scale.

Current state-of-the-art methods for automated toxic content classification pre-
dominantly leverage transformer-based architectures, with encoder-only models be-
ing the most common. Within the Portuguese language context, BERTimbau has
emerged as a leading approach [Souza et al. 2020], demonstrating superior performance
in various NLP tasks, including emotion classification [Hammes and de Freitas 2021],
toxic speech detection [da Rocha Junqueira et al. 2023, Oliveira et al. 2023], news clus-
tering [Pereira and da Silva 2023], among other tasks [dos Santos and Paraboni 2023,
Serras and Finger 2021]. The BERTimbau ability to capture subtle nuances in Portuguese
expressions has set a high standard in the field, making it the benchmark for multi-class
classification tasks. However, despite its effectiveness, the problem of accurately classi-
fying toxic content remains an open challenge, particularly in the diverse and evolving
landscape of online discourse.
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Recent advancements have shifted towards decoder-only models, such as
LLM2Vec [BehnamGhader et al. 2024] and NV-Embed [Lee et al. 2024], which have
shown promising results across multiple languages. Notably, OpenAl Chat-
GPT [OpenAl et al. 2024] !, a large decoder-only language model, has demonstrated com-
petitive performance in this domain [Oliveira et al. 2023]. The emergence of open-source
models, like the Meta LLaMA family of models [Dubey et al. 2024], further compels a
reexamination of existing methodologies, raising research questions about the potential of
these newer models.

Building on these recent developments, this work explores the capabili-
ties of decoder-only models, specifically focusing on the LLaMA 3.1 8B 4bit
model [Dubey et al. 2024]. This model is particularly compelling due to its open-source
nature, benchmark performance, and relatively smaller size, making it well-suited for
fine-tuning specialized tasks such as toxic content classification in Portuguese. The key
research questions guiding this investigation are RQ1: Can a fine-tuned LLaMA 3.1 8B
4bit model achieve or surpass the performance of GPT-40 mini in classifying toxic content
in Portuguese? RQ2: Can this model outperform the current state-of-the-art BERTimbau-
based approach in the same task? To address these questions, we propose a heuristic
approach that utilizes a larger LLM (GPT-40-mini) to refine the prompts employed by a
smaller LLLM, thereby automating prompt engineering. The optimal prompt is then used to
fine-tune the LLaMA 3.1 8B 4bit model for toxic content classification in social media,
using the TolDBr dataset - a large public dataset on this task [Leite et al. 2020]. Our results
show that the fine-tuned LLaMA 3.1 8B 4-bit model, operating in zero-shot classification
mode, outperforms the BERTimbau-based model regarding precision and is on par with
GPT-40 mini.

2. Materials and Methods

Although the primary focus of this work is to investigate the performance of a small
and open-source language model (with only 8B parameters) for the task of toxic text
detection in Portuguese, the choice of prompt is a significant challenge. The quality of the
prompt heavily influences the LLM’s performance [Brown et al. 2020]. Therefore, this
work proposes a straightforward approach to evolving prompts, ultimately using the best
prompt identified for fine-tuning the model.

The following subsections describe the dataset selected for benchmarking, which
is a large and popular dataset by Portuguese language standards for this task. Additionally,
an outline of the methodology for selecting the best prompt and the approach used for
fine-tuning the model.

2.1. Told-Br dataset

We employed the ToLD-br dataset, developed in [Leite et al. 2020] for training and testing
the models used in this study. This dataset contains 21,000 tweets, annotated in a binary
manner as “toxic” or “non-toxic”. Additionally, the tweets are also classified into different
categories of toxicity, such as LGBTphobia, insults, racism, misogyny, and xenophobia.

In this study, we focused on the binary classification between “toxic” and “non-
toxic”, using the corresponding annotations to train and test our models. The dataset was

Thttps://openai.com/index/gpt-4o-mini-advancing-cost-efficient-intelligence/
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divided in a stratified manner, with 80% of the tweets allocated to the training set and the
remaining 20% to the test set.

2.2. Prompt Engineering: Iterative Prompt Refinement

The challenge in using large language models (LLMs) for zero-shot classification lies in
identifying the most effective prompt. This study proposes a heuristic to iteratively refine
prompts using a larger LLM, intending to enhance classification accuracy in a smaller
LLM.

Our approach draws on previous research, mainly works by [Oliveira et al. 2024]
and [Oliveira et al. 2023], which advocate for using in-context learning for social media
post classification. While these studies explore both zero-shot and few-shot modalities,
our focus remains exclusively on the zero-shot scenario.

Given that LLLMs have been shown to function effectively as black-box optimiz-
ers [Zheng et al. 2023] and are viable alternatives to mutation and crossover operations in
genetic algorithms [Lehman et al. 2023, Meyerson et al. 2023], we draw inspiration from
the work presented in [Guo et al. 2024] to propose a simplified algorithm for evolving
prompts tailored explicitly to the task of toxic speech detection in Portuguese.

The methodology is structured as Figure 1 illustrates: Initially, a population of
prompts is initialized, each one specifically designed to classify social media posts as
toxic or non-toxic. The prompts then undergo a selection process, retaining only the top-
performing ones based on evaluation metrics. Next, operations to evolve the prompt are
applied utilizing an instruction to a larger LLM, such as GPT-4, which assists in generating
new variations by recombining elements of existing successful prompts. This process is
iteratively refined to enhance the quality of the prompts. Finally, the optimal prompt from
this cycle is used to fine-tune the model. Algorithm 1 provides a pseudo-code overview of
these steps.

Evaluate F1-score

Prompts E@ o E@ Return the
Initializer _> E]E) # # E]@ * best prompt

Set prompts Set prompts
@ @ LLaMA E

+ Score Termination
Add the new °

Select the top k
rompt to the GPT-40
? P 4_ @ L 4_ best prompts
Population mini
Generate the new prompt

Figure 1. The heuristic iterative prompt evolution process begins with an initial set
of prompts, which are evaluated using the LLaMA model based on their F1-scores.
The top-performing prompts are then selected, and GPT-40 mini generates new
prompts. These new prompts are added back to the population, and the process
repeats. The best prompt from this iterative cycle is ultimately selected for further
use. All prompts and instructions used in this study were written in Portuguese.

2.3. LLM Fine-Tuning Methodology

This methodology fine-tunes the model using a quantized version to enhance mem-
ory efficiency and speed. Parameter-Efficient Fine-Tuning (PEFT) [Houlsby et al. 2019,



149

Algorithm 1 Simplified Prompt Evolution

1: Function InitializePopulation(InitialPrompts)

2 Population + []

3 for each prompt in InitialPrompts do

4 Evaluate prompt with Llama 3.1 8B, using F1-score

5 Add prompt and its score to Population

6: end for

7 return Population

8: Function GenerateNewPrompt(PromptsAndScores)

9 PromptsText «— Concatenate each prompt and its F1-Score from PromptsAndScores with line breaks
0 SystemlInstruction < “You are an assistant that helps improve Al prompts. You should always
generate a new prompt, using different words or varying lengths, never repeating the same prompt.
Generate ONLY the prompt, without comments or explanations”.

—_

11: Instruction < “You are evolving a prompt for another LLM. Based on the following prompts and
their respective F1-scores, generate a new prompt optimized for the task of classifying hate speech”.

12: ChatGPTInput <— SystemlInstruction + Instruction + PromptsText

13: NewPrompt <— Call ChatGPT API with ChatGPTInput

14: return NewPrompt

15: Function Main()

16: InitialPrompts <— Define initial set of prompts

17: Population < InitializePopulation(InitialPrompts)

18: for each epoch in range(NumEpochs) do

19: TopKPrompts < Select top ‘k’ prompts from Population, based on F1-scores

20: PromptsAndScores +— Collect scores and prompts from TopKPrompts

21: NewPrompt <— GenerateNewPrompt(PromptsAndScores)

22: Evaluate NewPrompt with Llama 3.1 8B using F1-score

23: Add NewPrompt and its score to Population

24: end for

25: BestPrompt <— Select best performing prompt from Population

26: return BestPrompt

Hu et al. 2021] and QLoRA [Dettmers et al. 2023] techniques reduce model complexity,
focusing on optimizing QKV projections and Feed Forward Layers. Training data is
divided into training and validation sets. Specific prompts, structured as Alpaca prompts,
align the model with toxic content classification objectives in Portuguese.

Alpaca Prompt Example:
Below is an instruction that describes a task, paired with an input that provides further
context. Write a response that appropriately completes the request.

Instruction: You are analyzing a social media post. If the
text contains hate speech, offenses, aggressions, insults,
swear words, or any form of toxicity, respond only with
‘ves’ . If it is appropriate and non-toxic, respond ‘no’.

Input: Tweet: every time the weather changes, my throat gets
inflamed...dammit'!

Response: no.
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3. Experimental Setup and Results

Two key experiments are conducted to address the research questions posed in this study.
First, Experiment #1 is designed to identify the best prompt. Using this prompt, the
LLaMA 3.1 8B model is fine-tuned with the training data from the ToLD-Br dataset
(Experiment #2). Four versions of the model are fine-tuned, varying parameters related to
PEFT/QLoRA. An additional experiment is proposed to evaluate the performance of using a
fine-tuned GPT-40 mini model within the same scenario. All experiments are performed in
a Google Colab environment, utilizing an A100 GPU. Source code is available at https:
//github.com/oliveiraamanda/ToxicSpeech-Llama-STIL-2024.

3.1. Experiment #1 - Prompt Engineering

To evolve the prompts using the iterative algorithm proposed here, it is essential first
to define the cost function to be minimized. The Fl1-score of binary classification on a
partition of the training data is selected as the cost function. As our population consists of
natural language sentences, the initial individuals must be manually defined for the specific
domain. This approach was also adopted in [Guo et al. 2024]. In this work, we base
our initial prompts on those proposed in [Oliveira et al. 2023] and [Oliveira et al. 2024],
as these studies serve as a baseline and address the same dataset. Subsequently, we
derive additional prompts by adding or removing sentences and words, totalizing six
prompts. The target model, LLaMA 3.1 8B, performs the classification using only 50
instances from each class to compute the F1-score, given the high computational cost of
this function. Following this, prompts are evolved through an iterative process involving
two models—the target model LLaMA 3.1 8B and GPT-40 mini over 50 epochs. After
this period, the best prompt (with the highest F1-score) is selected and presented below.
“Best Prompt: You are analyzing a social media post. If the text contains hate speech,
offenses, aggressions, insults, swear words, or any form of toxicity, respond only with

299

‘yes’. If it is appropriate and non-toxic, respond ‘no’”.

3.2. Experiment #2 - LLLaMA Fine-Tuning Process

To facilitate fine-tuning on modest hardware, we employed a 4-bit quantized version of
the LLaMA 3.1 model, using the QLoRA technique [Dettmers et al. 2023], with 8 billion
parameters model- LLaMA 3.1 8B [Dubey et al. 2024]>. We used the Hugging Face PEFT
library® with the Unsloth library*, setting the learning rate to 2¢ — 4 and the sequence
length to 2048 tokens, while varying the “rank” and “LoRa Alpha” parameters.

The fine-tuning process used the most effective prompt and involved 3, 000 training
steps, with a batch size of 2 and gradient accumulation set to 4, effectively processing
6000 instances from the training dataset.

Results from experiments varying the parameters “rank” and “LoRa alpha” are
presented in Table 1, while the fine-tuning loss function using “rank=16" and “LoRa
alpha=16" is shown in Figure 2.

’https://huggingface.co/unsloth/llama-3-8b-bnb-4bit
3https://huggingface.co/docs/peft/index
‘https://github.com/unslothai/unsloth
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3.3. Experiment #3 - GPT-40 mini Fine-Tuning Process

To fine-tune the GPT4-0 mini model, we used the Azure Al Studio platform 3, leveraging
the same training data used in Experiment #2. We adopted the best prompt identified
in Experiment #1 and created a JSONL file where each instance of the training set was
preceded by the prompt and accompanied by its respective label.

We chose the 2024-07-18 release of GPT4-0-mini, which was the one available
for fine-tuning on Azure. After training, the model was deployed on the Azure platform,
allowing its use through API calls.

During the evaluation, we noted that utilizing Azure Studio, which incorporates
an additional content moderation layer beyond that provided by OpenAl, led to certain
moderation inaccuracies. Approximately 1% of the test set was erroneously categorized
due to “content moderation errors.” For these instances, we assigned the label “non-toxic.”

3.4. Results Comparison

For comparative purposes, the most effective prompt identified through the iter-
ative prompt evolution approach is tested with three additional models: Mari-
taca © AI Sabia3 [Pires et al. 2023], OpenAl GPT-40 mini [OpenAl et al. 2024] 7,
and OpenAl ChatGPT 3.5 Turbo [Brown et al. 2020] ®, as well as the BERTimbau
model [Souza et al. 2020].

The results presented in Table 2 highlight the significance of fine-tuning the LLaMA
3.1 8B model. Specifically, fine-tuning improved the F1-score from 0.61 to 0.75, demon-
strating a substantial performance gain. Furthermore, when applying the fine-tuning
methodology using the prompt proposed in [Oliveira et al. 2023], the F1-score reached
0.70. However, our prompt evolution approach further improved this to 0.75, indicating
that the refined prompt contributed significantly to the model’s performance.

Additionally, the LLaMA 3.1 8B model, despite being fine-tuned with only 3,000
steps and 6,000 instances, performs competitively against other state-of-the-art models like
GPT-40 mini, Sabia3, and BERTimbau. Notably, Sabi43, a leading model from Maritaca
Al, demonstrated comparable accuracy to GPT-40 mini across various high-stakes Brazilian
exams, such as OAB, ENEM, and ENADE. These results underscore the effectiveness of
our prompt evolution methodology and the potential of smaller models like LLaMA 3.1
8B when paired with efficient fine-tuning techniques.

The results in Table 1 reveal differences in model performance based on the
configuration of the “r” (rank) and “LoRa alpha” parameters. The configuration with
“r=16" and “alpha=16" achieves the best overall performance, with an F1-Score of 0.75,
balancing precision (0.69) and recall (0.83). Increasing “r” to 24 or “alpha” to 24 leads
to a marked decline in performance, with the model showing symptoms of overfitting,
particularly with a dramatic drop in recall. The configuration with “r=8"" and “alpha=16"
demonstrates high recall (0.935) but at the cost of precision, indicating a bias towards
over-predicting the positive class.

Shttps://oai.azure.com/portal
Shttps://www.maritaca.ai/

"https://openai.com/index/gpt-4o-mini-advancing-cost-efficient-intelligence/

8https://chat.openai.com/
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Figure 2. Loss over steps. Params LoRa alplha = 16 and r = 16.

Table 1. Impact of different r and LoRa alpha configurations on model perfor-

mance.
Configuration | F1-Score | Precision | Recall | Accuracy
LLaMA 3.1 8B (r=16, alpha=16) | 075 | 0.69 | 083 | 0.76

LLaMA 3.1 8B (r=24, alpha=16) | 0.432 | 0.601 | 0.338 | 0.609
LLaMA 3.1 8B (r=8, alpha=16) | 0.727 | 0595 | 0.935 | 0.690
LLaMA 3.1 8B (r=16, alpha=24) | 0.327 | 0573 | 0229 | 0.584

Table 2. Comparison of Evaluation Metrics for Different Models

Model | F1-Score | Precision | Recall | Accuracy
LLaMA 3.1 8B (original) w/ best prompt | 061 | 045 | 096 | 046
LLaMA 3.1 8B (finetuned) w/ prompt from [Oliveiraetal. 2023] | 070 | 071 | 070 | 0.74
LLaMA 3.1 8B (finetuned) w/ best prompt | 075 | 069 | 083 | 076
ChatGPT 3.5T Zero-Shot w/ prompt from [Oliveiraetal. 2023] | 073 | 074 | 073 | 0.74
GPT-40 mini w/ best prompt | 075 | 075 | 075 | 075
GPT-40 mini (finetuned) w/ best prompt | 074 | 078 | 074 | 076
Sabia 3 w/ best prompt ‘ 0.75 ‘ 0.77 ‘ 0.76 ‘ 0.75
BERTimbau Finetuned | 075 | 075 | 075 | 075

4. Conclusion

In this study, we investigated whether a smaller, open-source and quantized language model
like LLaMA 3.1 8B 4 bits could effectively perform toxic text detection in Portuguese,
particularly when optimized using an iterative prompt evolution approach along with
finetune. The experiments demonstrated that, with carefully evolved prompts, the model
could achieve competitive performance, even with a limited number of training steps
and instances. This highlights the potential of smaller models when paired with efficient
prompt engineering techniques.
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However, the approach has its limitations. The success of the prompt evolution
algorithm heavily depends on the quality of the underlying language models used for the
text evolution operations. This reliance can be a significant constraint, as deficiencies in
the language models directly affect the quality of the evolved prompts and, consequently,
the overall model performance. Further research is needed to address these dependencies
and enhance the robustness of the prompt engineering approach.
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