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Abstract. A replay attack is a speech forgery used in an attempt to authenticate
a speaker. Deep neural networks have been proposed as methods for detecting
fraudulent audio. In view of the use of these models in real applications, in ad-
dition to good learning performance it is expected that the models show good
results with databases other than the one used for training. In this work two ap-
proaches were evaluated with three public databases, with results that indicate
low generalization capacity of the models.

Resumo. Ataque de replay é uma falsificacdo de fala utilizada na tentativa de
autenticacdo de locutor. Redes neurais profundas tém sido propostas como
métodos para deteccdo de dudios fraudulentos. Tendo em vista a utilizacdo
desses modelos em aplicagoes reais, além de bom desempenho na aprendiza-
gem, espera-se que o modelo obtido apresente bons resultados com bases de
dados distintas da utilizada no treinamento. Neste trabalho, duas abordagens
foram avaliadas com trés bases de dados publicas, com resultados que indicam
baixa capacidade de generalizacdo dos modelos.

1. Introducao

Sistemas de biometria de voz estdo sendo amplamente utilizados nos mais diversos seto-
res, como industria automotiva, financeiro, saide e educacdo [Khan et al. 2023]. Nesses
casos, a autenticacdo do usudrio € realizada por sistemas de verificacdo automadtica de
locutor (Automated Speaker Verification — ASV), suscetiveis a ataques de falsificacao
(spoofing).

Ataque de replay consiste na apresentacdo a um ASV da reproducdo de um dudio
previamente gravado, com o objetivo de validar a fala do locutor como genuina. Esse
tipo de falsificacdo ocorre de forma passiva e € dificil de ser detectado, uma vez que o
sinal reproduzido apresenta semelhancas fisicas (frequéncias, espectros, formas de on-
das) ao original [Khan et al. 2023]. Para aumentar a confiabilidade, os sistemas ASV
sdo combinados com sistemas que identificam a fala falsificada, também chamados de
antispoofing [Alzantot et al. 2019].

A série de competi¢des Automatic Speaker Verification Spoofing and Counterme-
asures Challenge (ASVspoof) promove, desde 2015, o desenvolvimento de métodos para
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deteccao de falsificacdo. A cada edi¢do, uma base de dados € disponibilizada para ser uti-
lizada no treinamento e na validacio de contramedidas aos ataques [Alzantot et al. 2019,
Lee et al. 2022, Nautsch et al. 2021].

De forma geral, os métodos iniciam com a extracdo de atributos (features), predo-
minantemente baseados na andlise espectral do dudio, como espectrogramas, cepstrogra-
mas, coeficientes em escala mel e variagdes da andlise de Fourier [Khan et al. 2023]. O
processo de aprendizado ocorre utilizando-se esses atributos como entradas para um clas-
sificador, tipicamente uma rede neural. Frequentemente tem sido utilizadas redes con-
volucionais [Chettri et al. 2018, Korshunov et al. 2018] (Convolutional Neural Network
- CNN) e suas variagdes, como a rede convolucional leve (Light Convolutional Neural
Network - LCNN) [Lavrentyeva et al. 2017, Lavrentyeva et al. 2019] e a rede convolucio-
nal residual (Residual Neural Network - ResNet) [Alzantot et al. 2019, Zhang et al. 2021].

Usualmente, para utilizacdo em uma aplicacao real, € esperado que o modelo apre-
sente uma boa capacidade de generalizacdo [Korshunov and Marcel 2016], isto €, que seu
desempenho ndo seja muito diferente quando comparados os resultados obtidos em dados
distintos dos usados no treinamento.

O objetivo deste trabalho € estudar o desempenho de abordagens propostas a
deteccao de ataque de replay entre bases de dados distintas da utilizada no aprendizado
das redes, de modo a contribuir para a discussao sobre generalizacao dos modelos.

2. Metodologia

Neste trabalho, duas abordagens de classificagdo foram avaliadas com trés bases de dados
publicas. O desempenho dos métodos foi mensurado pelo EER (Equal Error Rate), ponto
de operacdo em que a taxa de falsa aceitacdo (False Acceptance Rate - FAR) e a taxa de
falsa rejeicao (False Rejection Rate - FRR) sao iguais [Jain et al. 2008].

2.1. Bases de Dados

O estudo foi realizado com trés bases de dados publicas: ASVspoof 2019, ASVspoof
2021% e REMASC?. As trés bases foram gravadas em inglés e, portanto, a influéncia da
variagdo de idioma nao pode ser explorada nesse caso. O treinamento de todos os modelos
neste trabalho utilizou o conjunto de treinamento da base de dados ASVspoof 2019.

As bases ASVspoof 2019 e ASVspoof 2021 sdo compostas por arquivos de audio
do tipo flac, com um canal e taxa de amostragem de 16kHz. Ambas possuem outros tipos
de ataque além do ataque de replay, mas, para os experimentos deste trabalho, foram
utilizados apenas os conjuntos relativos ao ataque denominado de acesso fisico (Physical
Access - PA), pois sdao os dados com o ataque de replay. Esses conjuntos sdao formados
por 218.430 e 943.110 amostras, respectivamente.

A base de dados REMASC foi concebida visando sistemas controlados por voz
(Voice Controlled Systems - VCS), em que a coleta do dudio ocorre a uma distancia maior
do locutor. Seu conjunto abrange 54.712 amostras, armazenadas em arquivos do tipo
wav, multicanais, amostrados a 16kHz e 44kHz [Gong et al. 2019]. Os 4udios foram

"https://datashare.ed.ac.uk/handle/10283/3336
https://www.asvspoof.org/index2021.html
3 github.com/ndmobilecomplab/replay-attack
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padronizados em monocanais a 16kHz, aplicando a média dos canais e redugdo da taxa
de amostragem (downsampling) quando necessario.

As trés bases de dados disponibilizam arquivos de protocolo, indicando quais da-
dos devem ser usados para treinamento e teste, bem como a identificagao do locutor e do
audio e sua classificacdo original (genuino ou falso). Além disso, fornecem metadados
como tamanho do ambiente e caracteristicas dos dispositivos utilizados para coleta.

2.2. Modelos

Neste trabalho, foram avaliadas dois tipos de arquitetura de redes neurais, ResNet e
LCNN. A ResNet avaliada usa como atributos de entrada a magnitude do espectro em
escala logaritmica (Log-magnitude STFT - Short-Time Fourier Transform). Foi utilizado
um modelo pré-treinado disponibilizado publicamente *.

Quanto a rede LCNN, foi utilizada uma implementacdo disponibilizada publi-
camente ° e usada em um estudo que avaliou diversos atributos como entrada para a
rede [Lee et al. 2022, Lee 2024]. Neste caso, como ndo hd modelo pré-treinado dis-
ponivel, o treinamento foi executado utilizando os seguintes atributos: andlise discreta
arbitraria de Fourier (arbitrary discrete Fourier analysis - ADFA), cepstrogramas (CEPS
e CEPS1724), constant Q analysis (CQA), transformada discreta de cosseno (discrete
cosine transform - DCT), analise discreta de Fourier em escala Mel (Mel-scale discrete
Fourier analysis - MDFA) e espectrogramas (Spec e Spec1724). Os espectrogramas e
cepstrogramas foram extraidos pela transformada rapida de Fourier (Fast Fourier Trans-
form - FFT) utilizando uma janela de Blackman com comprimento 1024 (Spec e Ceps) e
1724 (Spec1724 e Ceps1724).

Ainda, como referéncia para comparacdo, foi usada a abordagem LFCC-LCNN
disponibilizada como baseline para o desafio ASVspoof 2021 [Liu et al. 2023], que inclui
um modelo pré-treinado.

3. Resultados e Discussao

Os treinamentos da abordagem RD-LCNN foram realizados ao longo de cem épocas e
o foi escolhido o modelo obtido a partir da época com menor valor EER no conjunto de
desenvolvimento da base ASVspoof 2019.

A Tabela 1 apresenta os resultados de todos os modelos avaliados nas trés bases
de dados, ASVspoof 2019, ASVspoof 2021 e REMASC. As colunas (a), mostram como
referéncia os resultados relatados na literatura para os subconjuntos de desenvolvimento
(Dev) e de avaliagdo (Eval) da base ASVspoof 2019 [Nautsch et al. 2021] e, nas demais
colunas, os resultados obtidos nos experimentos deste trabalho.

O modelo pré-treinado da baseline LFCC-LCNN apresentou bom desempenho
com o subconjunto eval da base de dados ASVspoof 2019, com EER = 2,43%, fato es-
perado, uma vez que o treinamento ocorreu com o subconjunto frain dessa mesma base
de dados. E importante observar que a mesma superou as baselines propostas em 2019,
CQCC-GMM e LFCC-GMM, que apresentaram EER = 11,04% e EER = 13,54%, res-
pectivamente [Nautsch et al. 2021]. J4 com a base ASVspoof 2021, o desempenho (EER

*https://github.com/nesl/asvspoof2019
Shttps://github.com/shihkuanglee/RD-LCNN/tree/main



Tabela 1. Resultados do ERR (%) obtidos (ASVspoof 2019 (b), ASVspoof 2021 e
REMASC) e reportados pela literatura (ASVspoof 2019 (a))

ASVspoof 2019 (a) ASVspoof 2019 (b) ASVspoof 2021 | REMASC

Modelo Dev Eval Train Dev Eval Eval
Baseline LFCC-LCNN 4216 * - 42,16 2,43 45,67
Spec - ResNet 3,85 3,81 e 3,85 7,07 43,21 48,49
ADFA - RD-LCNN 0,22 0,85 0,71 0,83 1,67 40,85 60,87
Ceps - RD-LCNN 0,13 0,37 0,20 0,17 0,44 37,13 49,21
Ceps1724 - RD-LCNN 0,28 0,71 0,23 0,28 0,80 49,77 51,68
CQA - RD-LCNN 0,35 0,74 0,75 0,76 0,97 46,72 49,78
DCT - RD-LCNN 1,44 2,90 1,58 0,69 11,66 38,15 56,85
MDFA - RD-LCNN 017 0,61 0,53 0,59 1,39 43,02 59,58
Spec - RD-LCNN 0,56 1,72 0,67 1,39 1,86 43,51 52,01
Spec1724 - RD-LCNN 0,20 0,92 0,58 0,79 1,65 35,65 50,54

* Resultado néo disponivel na literatura.
“* Emprego de modelo pré-treinado; valor EER no conjunto train néo reportado na literatura.

“** Processamento nao realizado.

=45,67%) foi similar ao relatado pela literatura (EER = 44,77%) [Liu et al. 2023] e, por-
tanto, muito pior.

A abordagem ResNet para a base de dados ASVspoof 2019 do subconjunto eval
apresentou resultado (EER = 7,07%) préximo ao da literatura (EER = 3,81%) e, embora
86% maior, ainda foi melhor que os das baselines do desafio de 2019: EER = 11,04%
(BO1 - CQCC-GMM) e EER = 13,54% (B02 - LFCC-GMM) [Nautsch et al. 2021]. Para
as bases ASVspoof 2021 e REMASC observa-se um baixo desempenho, com valores
EER acima de 40%.

Os modelos treinados da abordagem RD-LCNN apresentaram resultados para o
subconjunto dev do ASVspoof 2019 proximos aos relatados na literatura. Para o sub-
conjunto eval da base ASVspoof 2019, o atributo “DCT” expressou a maior diferenca. A
inferéncia nas bases de dados ASVspoof 2021 e REMASC também resultaram em valores
EER muito piores, maiores que 35%.

4. Conclusao

Os resultados obtidos para a base de dados ASVspoof 2019 demonstram bom desempenho
da baseline e das abordagens experimentadas, semelhantes aos relatados pela literatura.
Observa-se que a baseline obteve ERR = 2,43% no ASVspoof 2019 - eval, e, embora
ndo se tenha encontrado valor na literatura para efeito de comparagio, esse resultado foi
melhor que os de ambas as baselines do desafio de 2019.

Os altos valores EER obtidos com as bases de dados ASVspoof 2021 e REMASC
ratificam a situac@o exposta por [Korshunov and Marcel 2016], apontando para uma baixa
capacidade de generalizacdo de todas as abordagens processadas.
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