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Abstract. In this paper we present an unified knowledge-graph for Brazilian
indigenous languages (BIL) from the perspective of potential applications, with
a particular focus to the educational domain. We present BILGraph, a prototype
we built for Bororo and Tupian languages, such as Guajajara, Munduruku and
Akuntsu. Then we describe the knowledge extraction and entity linking process
to build the graph from a dependency treebank and a lexical database for Tupian
and Bororo languages. We discuss the limitations of BILGraph, highlighting
ethical and practical implementation concerns.

Resumo. Este artigo apresenta um grafo de conhecimento unificado para as
linguas indigenas brasileiras (BIL) a partir da perspectiva de aplicagées po-
tenciais, com foco particular no dominio educacional. Apresentamos o BIL-
Graph, um protétipo construido para o Bororo e linguas tupis, como Guajajara,
Munduruku e Akuntsu. Em seguida, descrevemos o processo de extracdo de co-
nhecimento e ligacdo de entidades para construir o grafo a partir de um banco
de drvores de dependéncias e de um banco de dados lexical para linguas Tupi
e Bororo. Discutimos as limitacdes do BILGraph, destacando questéoes éticas e
prdticas de implementacdo.

1. Introduction

The development of applications for Brazilian Indigenous languages (BIL) is severely
limited by the lack of resources and tools. As is often the case with endangered lan-
guages, available resources are both scarce and dispersed [Pinhanez et al. 2023]. For
some languages, such as Guajajara, Asurini, and Bororo, dictionaries are now available
[Harrison and Harrison 2013, Cabral and Rodrigues 2003, Ferraz Gerardi |. For other
languages, treebanks are available through the Universal Dependencies Project (UD)
[Nivre et al. 2020a], though they vary in length and quality. Some languages, however,
have only a handful of miscellaneous resources [Monserrat 2000]. This lack of standard-
ization and proper linked data poses a significant barrier to developing tools and methods
that could support language revitalization initiatives and accelerate the production of ped-
agogical material.

Recent efforts to unify Brazilian Indigenous language resources, such as TuL.eD
[Gerardi et al. 2022a] and the TuDeT treebanks on UD — a lexical database and a de-
pendency treebank for several Tupian languages (still in their initial phase), respec-
tively — have been pivotal in the development of language-learning applications tar-
geted at Indigenous communities [Polleti 2024]. Additionally, the recent publication of
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Figure 1. BILGraph toy example displaying a sampled subgraph associated with
the sentence Bororo “ure karo kowuje”, i.e. “He ate the fish”.

the Bororo Corpus [Ferraz Gerardi et al. 2024], which is connected to the UD Treebank
[Ferraz Gerardi 2024], has enabled the use of various computational tools to develop ed-
ucational materials and other online resources; notably a language-learning app for the
Bororo language.! UD-treebanks [Nivre et al. 2020b] are an important resource since
the standardized type of annotation for all languages facilitate the development of new
applications. On the other hand, heterogeneous and complex network structures, such
as knowledge graphs, are known for their flexibility in incorporating linguistic charac-
teristics [Cong and Liu 2014, Miller 1994] and can be effectively utilized to power so-
phisticated applications, including recommendation systems, information retrieval, and
educational assistants.

In this work, we introduce a preliminary version of an unified knowledge graph
for Brazilian indigenous languages, which we will refer as “BILGraph”, and we de-
scribe its knowledge extraction pipeline. We developed a prototype for Tupian lan-
guages available in Tuled and Tudet [Gerardi et al. 2022b], and the Bororo language
[Ferraz Gerardi et al. 2024]. We discuss the knowledge graph prototype with a focus on
the potential applications. We managed to develop a natural language processing pipeline
to build BILGraph that can handle semi-structured data from several sources, such as an-
notated phrases from treebanks and dictionaries. We discuss the pipeline challenges and
limitations. The main contribution of this work is to present a prototype version of BIL-
Graph as a case of study on building an unified knowledge graph for BIL. We hope the
knowledge graph and the methods presented in this work can support the development of
sophisticated applications.

The paper is organized as follows. Section 2 describes BILGraph’s design and its
development, including their data sources and knowledge extraction pipeline. Section 3
discusses the challenges and limitations of our prototype, analyses our processes and
resources from both a practical implementation and potential applications perspective,
and offers concluding remarks.

2. BilGraph: Linguistic Knowledge Graph

We have developed a knowledge extraction pipeline to structure and link language re-
sources for Brazilian Indigenous Languages (BIL) available in Universal Dependencies
(UD) treebanks and lexical databases, such as TuLeD and the Bororo dictionary. The re-
sult of this effort is “BILGraph”, a knowledge graph for BIL that contains four principal
types of nodes: (1) sentence, (2) token, (3) lemma, and (4) concept. Consider the example
depicted in Figure 1. The sentence node represents the Bororo treebank phrase ure karo

Thttps://bilingo-4388e.web.app/
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kowyje ‘He ate the fish’. This sentence node connects to its token nodes, which repre-
sent the individual words composing the sentence and their syntactic dependencies. In
this example, “kowyje” is the root, with the object “karo” and the nominal subject “ure”
linking to it. Each token node is connected to a single sentence node. Each token is fur-
ther linked to a lemma node, which represents the word’s base form and its relationships
to linguistic classes, including any applicable synonyms. Up to this point, the entities
and relationships described are those typically found in dependency treebanks. However,
the lexical database or dictionary adds another layer by linking lemma nodes to concept
nodes. Concept nodes represent high-level abstractions that convey meaning across dif-
ferent languages and domains. In our example, the lemmas “karo” and “kowyje” are
linked to the concepts “fish” and “eat,” respectively. The goal is to establish the concept
nodes as a semantic layer that enables interoperability between the treebank sentences and
other knowledge bases, such as ontologies, multimedia resources (e.g., phonetic or image
databases), and other languages. Using BILGraph, one could easily search for sentences
in other languages with similar structures or themes by fetching all sentence nodes con-
nected to a given concept node. For example, a search engine could retrieve the Guajajara
sentence u Pu ipiratetea?u ‘It eats many fishes’ because it is connected to the concept node
“FISH” as the similar sentence in Bororo ure karo kowyje. Note that the graph structure
is flexible enough to encode N-N relationships between lemmas and concepts.

The relationships between sentences, tokens and lemmas can be extracted directly
from UD treebanks, as the treebank sentences are annotated with attributes that allow a
straightforward graph representation. To build BILGraph, the real challenge lies in linking
lemma to concept nodes. In our preliminary version, we applied a simple entity linking
process as follows. For each lemma, we generated a neighborhood set of similar words by
changing and trimming characters based on rules. For example, in the Bororo language,
we have different spellings where some words exchange “u” for “y”, and words like “boe”
are often applied, so some of our neighborhood generation rules involved in adding or re-
moving prefixes and changing exchangeable letters. The size of the neighborhood was
defined considering a similarity threshold based on the Leveshnstein distance. Next, we
select from all the vocabulary in our database the words that display high similarity, con-
sidering again a threshold based on leveshnstein distance, with at least one instance in
our neighborhood. Finally, we test if dictionary entry or description for each candidate
has at least one word in the sentence. So, for example, consider we are trying to link the
lemma “karo”, from the sentence “He ate the fish”, to its appropriate concepts. Addition-
ally, consider the dictionary description for a word candidate “kabo” is “a type of river
fish”. In this case, we will establish the link due to the lexical similarity between “karo”
and “kabo”, and due to the word “fish” that is present in both the dictionary entry and the
sentence. Note that relying on lexical similarity may lead to innacuracies. For example,
the Bororo words “apido” (palm heart) and “apodo” (toucan) have high lexical similarity
while there meanings are not related at all. If a dictionary entry contains both words,
such as “palm hearth, edible for many animals like toucans”, this would lead to incorrect
links being added to the graph. BILGraph’s knowledge extraction pipeline code, with the
used Leveshentein distance thresholds for each language, and the knowledge graph itself
is available in Github.> We adopted the RDF format, where each edge in the graph is
represented as a triple.

2https://github.com/gpadpoll/bilgraph
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3. Discussion and Concluding Remarks

The preliminary version of BILGraph introduced in this work represents a significant
step forward in advancing resources for Brazilian Indigenous languages. We envision
that BILGraph could power typical applications such as information retrieval from texts
written in these languages, with a particular emphasis on its educational potential. The
process of creating educational resources often involves organizing texts based on their
linguistic characteristics, themes, and complexity levels. For instance, one might search
for specific sentences to teach someone how to ask for food. BILGraph simplifies this
task by allowing queries for sentences linked to specific concept nodes. To find sentences
that include food-related vocabulary, one can attach a generic ontology to BILGraph’s
concept nodes and search for sentences associated with food-related concepts. Moreover,
BILGraph makes it easy to query sentences based on linguistic features, such as those
using possessive pronouns, verb forms, plurals, adverbs, and more. We believe that BIL-
Graph’s ability to query and organize sentences can enhance the use of treebanks and
other available BIL resources in the development of educational materials. By organiz-
ing resources in a standardized and unified format, we can develop applications that scale
across multiple languages. For example, a query that searches for food-related concepts in
sentences for one language can be reused for other languages included in BILGraph. We
are already leveraging BILGraph to develop a curriculum for a Bororo language course,
which will be released as a language-learning app. We aim to extend this approach to
other languages as they are incorporated into the knowledge graph.

At this point, our BILGraph prototype falls short in several aspects and remains
a work in progress, from the difficulties of working with limited sources of data to in-
nacuracies and ethical concerns. BILGraph was built from TuLeD, TuDet and the Bororo
treebank and dictionary. All these data sources were developed by compiling several
sources from the literature, without a proper structured data gathering process. As a re-
sult, it suffers from incompleness, notably when we consider coverage of dependency
trees with translation to portuguese. We only have have Portuguese translations for
“Bororo”, “Guajajara”, “Munduruku” and “Akuntsu” out of the 9 languages available.
The lack of Portuguese translations limits the application of these resources, as for educa-
tional purposes for example. Furthermore, it reasonable to expect that some innacuracies
may have been introduced as part of the entity linking and knowledge extraction pro-
cess. We haven’t evaluated the correctness in a comprehensive manner yet, except for
limited manual inspection by the researchers. Finally, it is worth mentioniong ethical
concerns. BILGraph has been developed without the involvement of indigenous commu-
nity [Pinhanez et al. 2023], except for the case of Bororo, so it is hard to enforce ethical
guidelines [Lewis et al. 2020], as for example proposed by the Los Pinos Declaration,?
before BILGraph can be properly inspected and validated by actual indigenous speakers.

We recognize a limitation in distinguishing similar forms that map to different
lemmas. While various solutions exist, the most effective approach tend to be proba-
bilistic, improving in accuracy with larger datasets. We also focus on further research in
developing a pipeline which only uses the target language, without relying on the use af
a dictionary. Overall, we hope BILGraph represents a positive step towards an unified
source for BIL resources so that more tools and applications can be developed for them.

3https://unesdoc.unesco.org/ark:/48223/pf0000374030
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