451

Classificacao automatica de textos de User-Generated Content
utilizando Aprendizagem de Maquina Supervisionado

Iolanda Victoria Morais Ramos !, Jackson Wilke da Cruz Souza

nstituto de Ciéncia, Tecnologia e Inovagdo - Universidade Federal da Bahia (UFBA),
Camagcari/BA - Brasil

ZPrograma de Pos-Graduacdo em Lingua e Cultura - Universidade Federal da Bahia
(UFBA), Salvador/BA - Brasil

iolanda.ramos@ufba.br, jackcruzsouza@gmail.com

Abstract. This study aims to develop an automatic text classifier for User-Generated
Content from the DANTE-Stocks corpus. The classification algorithm was trained in
a supervised manner, using labels provided by human annotators and subsequently
associated with various vectorization methods. In the end, a classifier was generated
that performs very close to human-level performance in identifying the three
proposed classes, namely: (i) well-structured, (ii) moderately structured, and (iii)
poorly structured.

Resumo: Este estudo visa a constru¢do de um classificador automdtico de textos
User-Generated Content do corpus DANTE-Stocks. O algoritmo de classificag¢do foi
treinado de forma supervisionada, utilizando rotulos propostos por anotadores
humanos e, posteriormente, associado a diferentes métodos de vetorizag¢do. Ao final,
gerou-se um classificador que performa bastante proximo ao desempenho humano,
ao identificar trés classes propostas de organizagdo dos tweets, a saber: (i) bem, (ii)
mediamente e (iii) mal estruturado.

1. Introducao

As redes sociais tém desempenhado um papel crucial para a produgdo, circulacdo e
recepcao de contetidos de interesses para a sociedade. Com a expansao das redes sociais,
os usudrios assumiram um papel cada vez mais ativo como geradores de conteudo. Os
conteudos gerados por usuarios (em inglés, User-Generated Content (UGC), segundo
Wyrwoll (2014), podem significar uma grande contribui¢do para o desenvolvimento e
progresso intelectual da sociedade.

Para a 4rea de Processamento de Linguas Naturais (PLN), UGC apresenta desafios
unicos de processamento dadas suas caracteristicas ligadas a linguagem e ao modo de
circulagdo de mensagens. Nesse sentido, o conteido gerado pode ndo seguir padrdes
linguisticos e estruturais ligados a norma culta da lingua, apresentando grande diversidade
nessas questoes.

Para lidar com esses desafios, ¢ necessario um conjunto de técnicas e recursos em
PLN, sobretudo para o Portugués do Brasil (PB), lingua ainda em fase de
desenvolvimento de recursos para o processamento de textos de UGC. Técnicas como,
por exemplo, classificacdo e agrupamentos desses textos sao de grande importancia para
aprimorar a qualidade de identificagdo de padrdes e fendmenos linguisticos, e as
dimensionalidades quanto a gerenciabilidade da performance dos modelos, facilitando,
posteriormente, analises e modelagem linguistico-computacionais.
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Partindo da classificagdo prévia de Pereira e Souza (2024), construimos um
classificador automatico para tweets/postagens do corpus DANTEStock [Di Felippo et
al. 2021]. Foram testadas duas abordagens de vetoriza¢do dos dados linguisticos para a
construgdo dos algoritmos de Aprendizado de Maquina (AM) supervisionado a partir do
paradigma tedrico conexionista/neural [Monard e Baranauskas 2003], o qual busca
simular o processamento de informagdes inspirado no modelo biologico do sistema
nervoso. Além disso, as classificagdes foram submetidas a avaliagdes quantitativas (a
partir de métricas classicas de AM) e qualitativas (avaliagdo humana). Como resultado,
foi promovida a classificacdo do corpus em fun¢do da estrutura de cada tweet/postagem.

Destaca-se que o emprego de diferentes técnicas de avaliagdo e desenvolvimento
de ferramentas e recursos em PLN devem ser compreendidos como uma ponte
fundamental entre linguistica e computacgdo. Rodrigues, Souza e Santos (2022) destacam
que essa interagdo ¢ “de mao dupla”. Isso significa que, por um lado, a linguistica ¢é
essencial para desenvolver e melhorar os recursos que as maquinas usam para interpretar
a linguagem. Por outro lado, as ferramentas computacionais também podem ajudar a
refinar e validar os conhecimentos linguisticos criados pelos humanos.

Para tanto, este artigo esta organizado em cinco se¢des, além desta Introducgdo. Na
Secdo 2, apresentamos a metodologia utilizada nesta pesquisa. Na Secdo 3, destacamos
os resultados no processo de treinamento do modelo supervisionado desenvolvido para a
tarefa de classificagdao de textos de UGC. Por fim, na Secdo 4, tecemos consideragdes
finais ¢ indicagoes de trabalhos futuros.

2. Metodologia

Neste trabalho, propusemos a criagdio de um modelo de AM supervisionado para
classificagcdo do corpus DANTEStock [Di Felippo et al. 2021]. Tal corpus € constituido
por tweets ligados ao cenario de a¢des da bolsa de valores do Brasil. O corpus ¢ composto
por 4,518 tweets e seus identificadores Uinicos, que foram compilados a partir da coleta
automatica de postagens do X/Twitter, em 2014.

Para a criagdo e o treinamento de um classificador neste trabalho, foram testados
algoritmos de diferentes paradigmas, sendo o algoritmo Multilayer classifier - MLP
[Haykin 1994] o escolhido por apresentar melhor desempenho em termos de métricas
quantitativas e avalia¢do qualitativa. Destaca-se que o ambiente de desenvolvimento foi
o Colaboratory do Google. Ademais, as bibliotecas utilizadas em Python foram extraidas
do scikit-learn [Kramer 2016].

Para a tarefa de treinamento do modelo, uma amostra menor do corpus contendo
180 tweets foi rotulada por trés anotadores, como apontado por Pereira e Souza (2024).
Neste trabalho, os autores propuseram trés classes considerando a organizacgao sintatica,
semantica e estrutural das sentencas, a saber: bem estruturado, com 81 exemplares,
mediamente estruturado, com 59, e mal estruturado, com 39. Os algoritmos foram
treinados observando o texto dos fweets e tendo como alvo de predicdo as classes
propostas pelos anotadores, como exemplificado em (1), retirado de Pereira e Souza
(2024).

(D
a) Bem estruturado: Ano passado eu falei que até o final de 2104 #PETR4 estaria
abaixo de R$10,00 mas acho que errei, ndo vai demorar tanto.
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b) Mediamente estruturado: vai, oibr4. um troux... ops... investidor precisa pagar as
minhas férias
¢) Mal estruturado: &lt,Alexander Cruz3 *-*

O tweet (la) foi classificado como bem estruturado, pois sua estrutura nao
prejudica em nada a compreensdo do contetido, mesmo sem um contexto informacional
maior. Ja o tweet (1b) foi classificado como mediamente estruturado, ja que possui
compreensdo limitada dada a sua (des)organizacao sintatica e semantica. Por fim, o tweet
(1c), classificado como mal estruturado, tem uma baixa compreensao em aspecto
semantico e falta estruturacdo loégica que permita a compreensdo da mensagem.

Para lidar com o desbalanceamento dos dados, o modelo foi desenvolvido
considerando as técnicas de validagdo cruzada [Netto e Maciel 2021] para melhorar o
aprendizado dos critérios de cada classe e a vetorizacdo das instancias com base no
modelo pré-treinado de Bertimbau [Souza e Nogueira 2020].

Apos a etapa de treinamento do modelo, passamos para a etapa de analise quanti
e qualitativa dos resultados de desempenho de cada modelo. Nessa etapa, foram avaliadas
quantitativamente as métricas de desempenho [Netto e Maciel 2021], com base em
Precisdo (P), Revocacdo (R), Medida-F (MF) e Acurédcia (A). Quanto a avaliagdo
qualitativa, selecionamos de forma aleatoria um exemplo de fweet/postagem e analisamos
se a classificagdo proposta pelo modelo fazia sentido se comparada com a avaliacio
humana da estrutura sentencial do exemplo.

3. Resultados e discussao

De forma preliminar, cada modelo classificador foi avaliado de acordo com suas métricas
utilizadas neste trabalho (P, R, MF e A). O classificador foi treinado utilizando duas
diferentes técnicas de vetorizagdo, a saber Term Frequency - Inverse Data Frequency -
TF-IDF [Moreira 2024] e Bidirectional Encoder Representations from Transformers
(BERT), mais especificamente usando a variagdo treinada para o PB, o BERTimbau. Em
ambos os casos, 0 modelo MLP se mostrou mais adequado. A Tabela 1 resume o resultado
dos desempenhos obtidos ao classificar nossa amostra.

Classificador / Medidas
Classes MLP - TF-IDF MLP - BERT
P R MF A P R MF A
Bem estruturado 0.58 1 0.72 | 0.64 | 0.57 | 0.77 | 0.80 | 0.78 | 0.74
Mediamente estruturado 0.47 | 0.35 | 0.40 | 0.57 | 0.68 | 0.65 | 0.67 | 0.74
Mal estruturado 0.75 1 0.67 | 0.71 | 0.57 | 0.78 | 0.78 | 0.78 | 0.74

Tabela 1. Métricas obtidas de cada modelo em etapa inicial

O desempenho do modelo MLP pode, possivelmente, ser explicado pelo proprio
paradigma conexionista que 0 modelo possui, sendo capaz de absorver melhor as nuances
mais complexas de representacdes propostas na etapa de aprendizado baseada nos rétulos
fornecidos. Outro aspecto importante a ser considerado € a melhora significativa de
desempenho do modelo quando associado ao metodo de vetorizagédo utilizando BERT.
Em termos de acuracia, os modelos sairam de 57% para 74%; ja em termos de MF, a
classe que mais bem foi beneficiada com a abordagem foi a de textos mediamente
estruturados, saindo de 40% para 67%. Essa melhora pode possivelmente ser explicada
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pela capacidade do BERT de entender o contexto das palavras, o que é crucial para a
classificacdo de tweets, em que o contexto pode alterar fortemente o significado. Além
disso, 0 BERTimbau € um modelo n&o apenas treinando para o PB, mas também treinado
com conteudo proveniente de redes sociais. Isso faz com que o classificador lide melhor
com as nuances semanticas captadas pela vetorizacao.

Além disso, submetemos o classificador a novos exemplos de tweets/postagens
retirados para avaliarmos a capacidade de generalizagcdo, como exemplificado em (2).

()

a) Bem estruturado: Vamos ver se mesmo em dia fraco, ganha alguma forga ...RT
@Live Trade: #ecor3 fechando 15' acima 12,53 j4 fica interessante”

b) Mediamente estruturado: que linda era esa mina chabonnn

c) Mal estruturado: @victoriabril _forra contesta

Nos exemplos, a categoria atribuida pelo modelo MLP a (2a) foi bem estruturada:
a estrutura do tweet ndo prejudica sua compreensdo, embora apresente desvios de
pontuacéo, por exemplo. Por outro lado, em (2b) o modelo classificou a instancia como
mal estruturada, o que difere da avaliacdo humana, que rotulou a mesma instancia como
mediamente estruturada. Apesar dos desvios ortograficos presentes, € possivel identificar
uma estrutura minima na mensagem, a qual poderia ser mais bem compreendida se
considerada dentro de um contexto adequado. Por fim, (2c) foi classificado como mal
estruturado: a estrutura do tweet ndo permite nenhuma compreensdo acerca da
mensagem.

4. Consideracoes finais

Os objetivos deste trabalho, que incluiam a constru¢do de um classificador automatico
para tweets e postagens do corpus DANTEStock, a aplicacdo de técnicas de AM e a
avaliacdo das classificacoes, foram devidamente alcancados. Por se tratar de um estudo
preliminar, optou-se por trabalhar com uma amostra reduzida do corpus original, em
virtude do alto custo de recurso humano para a classificagdo manual dos dados, essencial
para garantir a precisdo e confiabilidade das informagdes. Apesar desta questdo, os
resultados quantitativos e qualitativos demonstraram a capacidade do classificador de
lidar com a categorizagao de textos de UGC. Além disso, o agrupamento do corpus com
base na estrutura sentencial dos textos tornara possivel anota¢des linguisticas e/ou a
identificacao de padrdes importantes sobre a diversidade e complexidade dos textos.

Para a tarefa de classificacdo de textos de UGC, o uso de AM supervisionado
permite que o modelo aprenda de maneira aproximada ao desempenho humano. Trata-se
do levantamento de caracteristicas importantes em func¢do do rétulo-alvo, melhorando a
precisdo com que o modelo performa e generaliza em exemplos semelhantes, a posterior.

Destaca-se que esta pesquisa contribui de maneira significativa para o projeto
POeTiSA: POrtuguese processing - Towards Syntactic Analysis and parsing, que visa
desenvolver ferramentas e aplicagdes linguistico-computacionais para o PB. A integragao
da andlise de UGC em diferentes teorias linguistico-computacionais, pode auxiliar, por
exemplo, na identificacdo de fendmenos ainda ndo descritos no PB. Para trabalhos
futuros, serdo explorados outros algoritmos de AM, além de desenvolver estratégias para
melhorar o balanceamento dos textos, garantindo a preservacao da naturalidade dos dados
durante o processo de ajuste e modelagem.
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