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Abstract. Preprocessing is a fundamental step in processing textual data,
especially when working with text analysis, data mining or machine learning.
In particular, textual data from social networks offers challenges to
pre-processing, mainly due to its informal structure. This article presents a
pipeline to perform 9 basic processing activities to guarantee the quality and
consistency of brazilian Portuguese textual data sets extracted from social
networks. Tests were conducted on datasets containing 8,000, 20,000, and
60,000 tweets, demonstrating the pipeline's performance in terms of accuracy,
noise reduction, and processing time.

Resumo. O pré-processamento é uma etapa fundamental no processamento de
dados textuais, especialmente quando se trabalha com andlise de textos,
mineracdo de dados ou aprendizagem de mdquina. Em particular, os dados
textuais  provenientes das redes sociais  oferecem  desafios  ao
pré-processamento, principalmente devido a sua estrutura informal. Este
artigo apresenta um pipeline compreendendo 9 atividades bdsicas de
processamento para garantia da qualidade e consisténcia de conjuntos de
dados textuais em portugués brasileiro extraidos de redes sociais. O pipeline
foi testado em conjuntos de 8 mil, 20 mil e 60 mil tweets, demonstrando sua
eficdcia em termos de precisdo, reducdo de ruido e tempo de processamento.

1. Introducao

7z

O pré-processamento ou preparagdo de dados textuais é uma das etapas mais
dispendiosas e importantes no ciclo de vida de aplicacdes de ciéncia e analise de dados
devido a sua natureza ndo-estruturada. Ela é potencializada quando se utiliza textos
publicados em redes sociais. O processamento de textos de redes sociais apresenta uma
variedade de desafios unicos, destacando-se a presenga de girias, erros ortogréficos,
emojis, abreviacOes e a natureza informal da linguagem. Desta forma, a etapa de
pré-processamento pode conter diversas fases, tais como: remocdo de URLs, exclusdo
de stopwords e simbolos especiais [Kurniawan 2020].

Muitas pesquisas envolvendo a mineracdo de dados textuais em redes sociais
apresentam o pré-processamento nos idiomas inglés, chinés, espanhol e outras linguas
[Yang e Zang 2018][Shen et. al. 2019][Kurniawan 2020][Osakwe e Cortes 2021]. No
Brasil, as pesquisas na drea de andlise de redes sociais tém abordado esses desafios,
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destacando a necessidade da limpeza e pré-processamento adequados para garantir a
qualidade dos dados e o bom desempenho de andlises subsequentes [Garcia et. al.
2023] [Cardozo e Freitas 2021][Nascimento et. al. 2021][Medeiros e Borges
2019][Kansaon et. al. 2018][Souza et. al. 2017]. No entanto, sdo poucas as pesquisas
que organizam e disponibilizam para uso das comunidades cientificas ou de pratica, seus
pipelines de processamento. Neste artigo, apresentamos um pipeline de
pré-processamento de dados textuais no idioma portugués brasileiro para o estudo e a
andlise de mensagens publicadas em redes sociais e, a partir disso, permitir que
aplicacdes que fazem uso desses dados possam extrair conhecimentos mais assertivos do
seu conteddo.

O artigo estd organizado em mais trés se¢des. A Se¢do 2 descreve o pipeline
proposto, as bibliotecas e ferramentas indicadas em cada fase. A Se¢do 3, destaca os
testes realizados com o uso do pipeline. A Secao 4 apresenta as conclusdes, propostas
de melhorias e trabalhos futuros.

2. Descricao do Pipeline

O pipeline desenvolvido neste trabalho' tem o objetivo de garantir a qualidade e
consisténcia de conjuntos de dados textuais em portugués brasileiro advindos de
quaisquer redes sociais, mas sua aplicabilidade vai além e pode ser empregado em
diferentes bases de dados textuais. Ele combina bibliotecas/ferramentas para lidar com
desafios de sua manipulacao:

e NLTK (Natural language Toolkit) v: 3.8.1 (https://www.nltk.org/): Utilizada para
processamento de linguagem natural. Oferece uma variedade de ferramentas e
recursos, incluindo tokenizacdo e stopwords, que sdo essenciais para o0
pré-processamento de texto.

e Demoji v: 1.1.0 (https://pypi.org/project/demoji/): Empregada para lidar com emojis
presentes nos dados textuais. Fornece métodos para mapear emojis para rétulos
especificos.

e Enelvo v: 0.15 (https://pypi.org/project/enelvo/): Ferramenta desenvolvida para
normalizagdo de textos em portugués, com problemas como erros ortograficos, girias
da internet e siglas.

o Cryptography v: 42.0.5 (https://pypi.org/project/cryptography/): Responsavel por
proteger o conteido do diciondrio de usudrios “user_dict”, garantindo que os dados
sensiveis nao possam ser facilmente acessados ou lidos por terceiros ndo autorizados.

O pipeline de pré-processamento é composto por etapas que transformam o texto
bruto em uma representagao para andlise subsequente. Etapas ilustradas a seguir.

1. Substituicio de Virgulas: todas as virgulas sdo temporariamente substituidas por
um rétulo (“chavevirg”) para evitar conflitos durante a normalizacdo de texto com a
ferramenta Enelvo relacionadas a nimeros com virgulas. A substituicdo temporaria
facilita a manutencdo da integridade dos dados numéricos e € revertida
posteriormente. Ex. Entrada: [ “quanto foi? 5,707, “que triste, queria ter ido”]

Saida: [“quanto foi? Schavevirg70”, “que tristechavevirg queria ter ido”]

' https://github.com/ciberdem/ProjetoHEIWA-FAPESP/tree/main/CuradoriaExtracaoDados
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2. Normalizacao com Enelvo: Utiliza a ferramenta Enelvo para normalizar erros
ortograficos, girias, siglas e outros aspectos do texto. Ex. Entrada: [ “ururguau”,
“disculpa qq coisa!”, "Vc eh muitooooo legal", "Oii, To trabahlando hj"] Saida: [

29 &

“uruguai”, “desculpa qualquer coisa”, “vocé€ € muito legal”, “oi to trabalhando hoje”]

3. Substituicio de Emojis: Substitui emojis encontrados no texto por rétulos
especificos para uniformizar sua representacdo. Ex. Entrada: ['&)', '3’ "), ":(']
Saida: ['grinningface’, 'facesavoringfood', 'emojipositivo', 'emojinegativo"]

4. Substituicdo de Usudrios: Anonimiza usudrios mencionados no texto (@usuario),
substituindo-os por rétulos especificos, com um dicionério de usuérios ja mapeados
em um arquivo criptografado chamado 'user_dict.txt' para recuperar o rétulo
correspondente. Caso contrario, cria um novo rétulo e armazena no diciondrio. Ex.
Entrada: ['oi @maria', 'gostei mt de vcs @pedro @maria', ‘vamos pra praia @pedro
@julia @maria?’] Saida: [‘oi @userl', ‘gostei mt de vcs @user2 @userl’, ‘vamos
pra praia @user2 @user3 @userl?’]

5. Remocao de URLs: Remove URLs do texto. Ex. Entrada: [‘amei essa musica!
https://www.youtube.com/watch?v=dQw4w9WgXcQ’] Saida: [‘amei essa musica!’]

6. Reversao da substituicao de Virgulas: Restaura as virgulas substituidas no inicio
do pipeline. Ex. Entrada: [“quanto foi? Schavevirg70”, “que tristechavevirg queria
ter ido”’] Saida: [ “quanto foi? 5,70?”, “que triste, queria ter ido”]

7. Remocao de pontuacdo e Caracteres Especiais: Remove pontuacdo e caracteres
especiais, exceto quando sdo partes de hashtags, datas ou nimeros com virgula. Ex.
Entrada: [“vai ser dia 20/05?7”, “que divertido!!!! #praia”, “ quanto foi? 5,707]
Saida: [ “vai ser dia 20/05”, “que divertido #praia”, “quanto foi 5,70”]

8. Remocao de Stopwords: (Opcional) Remove Stopwords, palavras que nao
contribuem significativamente para o significado do texto. Ex. Entrada: [“vou para

2 & 2% &

praia hoje”, ““vou parar de fazer isso”’] Saida: [ “vou praia hoje”, “vou parar fazer”]

9. Tokenizacdo: (Opcional) Divide o texto em palavras, hashtags, datas e nimeros com

virgula. Cria uma lista de itens separados. Ex. Entrada: [“vou para praia hoje”, “vou
parar de fazer isso”] Saida: [ “vou, para, praia, hoje”, “vou, parar, de, fazer, isso”]

Embora o pipeline proposto tenha se mostrado eficaz em vérios aspectos do
pré-processamento, a ferramenta Enelvo apresentou algumas limitagdes durante a
normalizacdo de textos. Em particular, identificamos que a ferramenta nao lida bem com
certos tipos de girias e abreviacdes frequentes em redes sociais. Isso sugere a
necessidade de explorar alternativas para complementar a Enelvo, como o Hunspell
(https://hunspell.github.io/), para atender as peculiaridades do portugués brasileiro
usado em redes sociais.

3. Uso do pipeline

Para avaliar a eficdcia do pipeline de pré-processamento de textos em redes
sociais, trés métricas principais foram utilizadas, sendo elas:

e Precisao da FEnelvo, mede o percentual de palavras que foram corretamente
normalizadas. Nesta avaliacdo, foi utilizado um conjunto de dados contendo 100
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frases com erros ortograficos e girias, comparando os resultados obtidos pela
ferramenta com os resultados esperados. A ferramenta atingiu uma precisao de 85%,
indicando boa capacidade de correcdo, embora haja espaco para melhorias,
especialmente em casos de girias ou abreviagdes com mais de um significado.

e Tempo de Processamento, avaliou o seu desempenho em termos de tempo de
processamento. Ao lidar com conjuntos contendo: a) 8 mil tweets, o pipeline foi
capaz de concluir o processo em 11 minutos; b) 20 mil tweets, concluiu o processo
em cerca de 30 minutos; e ¢) 60 mil rweets, o tempo de processamento aumentou
para aproximadamente 1 hora e 42 minutos. Todos esses experimentos foram
conduzidos utilizando o Google Colab?, em sua versdo gratuita, como ambiente de
desenvolvimento e execugao.

e Reducao de Ruido, avaliou a sua eficiéncia em remover elementos indesejados,
como URLs e caracteres especiais. Para isso, foi utilizado um outro conjunto de
dados com 100 frases contendo esses elementos, os seus resultados foram
comparados com o conjunto de resultados esperados apds a remogao de ruidos. O
pipeline apresentou um desempenho notdvel, alcancando uma taxa de acerto de 97%
dos caracteres especiais € 100% das URLs.

Conduzimos testes em um dataset composto por cerca de 20 mil postagens em
portugués brasileiro obtidas do Twitter (X). O pipeline foi aplicado sequencialmente a
cada postagem, seguindo a ordem previamente descrita. Durante o processo, ele
conseguiu lidar de forma eficaz com os desafios comuns encontrados em dados textuais
em portugués de redes sociais. Correcdes ortogréficas foram aplicadas, emojis foram
substituidos por etiquetas especificas, menc¢des de usudrios foram anonimizadas, URLSs
foram removidas e a pontuagdo e caracteres especiais foram tratados.

4. Conclusao

Neste trabalho, foi apresentado um pipeline para o pré-processamento de dados textuais
de redes sociais em portugués composto de 9 fases sequenciais, sendo as duas dltimas
opcionais, oferecendo flexibilidade e personalizagdo ao processo.

Os testes fizeram uso da plataforma Google Colab na sua versdo gratuita, sem o
uso de recursos de processamento paralelo, em datasets com postagens do Twitter com
quantidades de 8 mil, 20 mil e 60 mil tweets, com resultados satisfatérios em relacdo a
qualidade dos dados observados, consisténcia e tempo de execucdo, apontando o
potencial do pipeline para tarefas de andlise de texto em portugués brasileiro. Como
trabalho futuro, é possivel pensar em considerar as particularidades dos textos escritos
por usudrios de redes sociais [Di Felippo et. al. 2021][Sanguinetti et. al. 2020]

Na constru¢ido do pipeline, a ferramenta Enelvo apresentou algumas falhas na
normalizacdo do texto, mostrando que uma investigacdo de outra tecnologia ou
alteracdo do seu cddigo interno pode ser adequada. A realizacdo de mais testes
envolvendo datasets de redes sociais com diferentes quantidades de posts e qualidade de
conteddo, fazendo uso de métricas (como, percentual de acertos/falhas por fase),
fornecerdo subsidios para avaliar com maior critério a qualidade. Testes com
processamento paralelo permitirdo avaliar se hd melhora no seu tempo de execucao.

% https://colab.research.google.com/
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