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Abstract. Magic: The Gathering (MTG) is a collectible card game that com-
bines visual and textual elements. The release of a new collection has a direct
impact on the game, leading to uncontrolled speculation on the prices of the
new cards. This article presents an innovative approach to price speculation
in MTG cards using clustering algorithms and semantic search. The technique
allows for predicting initial prices with minimal information upon the card re-
lease and shows effectiveness in forecasting price ranges. It can also be applied
to the stock market to predict the impact of news and used to prevent fraud and
inflated prices by comparing existing samples.

Resumo. Magic: The Gathering (MTG) é um jogo de cartas coleciondveis que
combina elementos visuais e textuais. O lancamento de uma nova colecdo gera
impactos diretos no jogo, e com isso especulagoes nos precos das novas cartas
sdo tomadas sem menor controle. Este artigo apresenta uma abordagem inova-
dora para a especulacdo de pregcos em cartas de MTG utilizando algoritmos de
clusterizacdo e busca semdntica. A técnica permite prever precos iniciais com
informagcoes minimas no lancamento das cartas e mostra eficdcia na previsdo
de faixas de precos, podendo ser aplicada a mercado de acdes a fim de pre-
ver impacto de noticias e usada para prevenir golpes e precos exacerbados ao
comparar amostras jd existentes.

1. Introducao

“Magic: The Gathering (MTG)” é um dos jogos de cartas coleciondveis mais anti-
gos em existéncia [Guinness World Records 2024], com uma histéria que abrange trés
décadas e uma base de jogadores que ultrapassa 10 milhdes [Draftsim 2024]. Diver-
sos estudos ja exploraram o MTG e seu mercado especulativo, como os realizados por
[Pawlicki et al. 2014, Fink et al. 2015, Weber 2021]. Contudo, hd um aspecto menos
abordado: o MTG €, em sua esséncia, um jogo onde a linguagem desempenha um papel
central, seja ela visual ou literdria. Entender como essas informag¢des sdo comunicadas e
processadas pode oferecer insights valiosos para o Processamento de Linguagem Natural



(NLP). Com o lancamento de novas cole¢des, cartas t€m seu preco especulado sem con-
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trole e agente controlador. Para solucionar este problema, um algoritmo para comparagao
da carta em lancamento com cartas j4 existentes foi desenvolvido. Possibilitando alertar

sobre uma possivel escolha alternativa ja existente de menor custo assim como previ-

nir precificacdes abusivas. Neste trabalho, abordamos a problemadtica da classificagdao
de preco utilizando um algoritmo de clusterizacdo e busca semantica com o auxilio de
ferramentas de NLP e modelos de linguagem. Na Sec¢do 1, descreve-se a metodologia

e recursos utilizados. Na Secdo 3, apresentam-se os resultados, e por fim, na Se¢do 4,

tecemos as consideragdes finais.

2. Metodologia

Para validar a proposta apresentada, foram retiradas trés faixas de preco de 26.079 cartas
por meio de um algoritmo de extracao de contetiido do site [Ligamagic 2024]. Essas faixas

de preco foram utilizadas para construir a base de dados, que foi complementada com

dados fornecidos por [Scryfall 2024]. Apds a coleta, os dados passaram por um processo
de limpeza para remover cartas com, custo de mana, poder e resisténcia dependentes de

mecanicas do jogo. Na Figura 1, apresenta-se a modelagem do problema.
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A modelagem resultou em um algoritmo de recuperacdo de informagdo aumen-
tada, que filtra o dataset e clusteriza cartas com atributos e textos semelhantes, permi-
tindo a especulacdo de precos desde o momento de lancamento da carta, mesmo com
informacdes minimas [Fink et al. 2015]. A seguir, descrevemos o funcionamento do al-

goritmo.

Figura 1. Fluxograma do Programa

2.1. Entrada de Busca, Selecao e Calculo de Semelhancas

Inicialmente, o usudrio fornece informag¢des conhecidas sobre a carta no momento de seu
lancamento, como custo de mana, raridade, poder, resisténcia, texto, pontos de lealdade,
entre outros. Essas informacdes sdo usadas para criar um objeto que serd passado pelos
modelos subsequentes. O dataset € filtrado para conter apenas cartas do mesmo tipo da
carta de interesse. Em seguida, calcula-se a similaridade por meio da métrica de Jaccard.
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2.1.1. Métrica de Jaccard

A métrica de Jaccard é uma medida de similaridade entre dois conjuntos, calculada
como o tamanho da interse¢do dos conjuntos dividido pelo tamanho da sua unido
[Manning et al. 2008]. E amplamente utilizada em problemas de comparacio de textos e
na andlise de similaridade entre documentos. A férmula da métrica de Jaccard € dada por:

_l4AnB]

J(4,B) = |AU B|

o))

O valorde J(A, B) variaentre 0 e 1, onde 1 indica que os conjuntos sdo idénticos,
e 0 indica que nao ha elementos em comum.

2.1.2. SentenceTransformer e Mineracao de Parafrase

A biblioteca SentenceTransformer € uma ferramenta para a criar representagoes vetoriais
de sentencas que preservam relacdes semanticas. Um dos principais usos dessa biblioteca
¢ na mineracdo de paréifrases, que envolve a identificacdo de sentengas que transmitem
ideias semelhantes, mesmo quando formuladas de maneiras diferentes. Para realizar essa
tarefa, o SentenceTransformer utiliza modelos pré-treinados como BERT e RoBERTa para
converter sentencas em vetores de alta dimensao [Liu et al. 2019, Devlin et al. 2019]. Es-
sas representagdes vetoriais sao, entdo, comparadas entre si utilizando medidas de simila-
ridade, como a similaridade de cosseno, para determinar o quao semanticamente préximas
duas sentengas estdo. O fluxo basico de trabalho envolve:

1. Tokenizacao: A sentenca € dividida em tokens e convertida em uma sequéncia de
embeddings.

2. Transformacao: A sequéncia de tokens € passada através de camadas do modelo
(e.g., BERT), resultando em uma representacao vetorial densa da sentenca.

3. Mineracao de Parafrase: As representacdes vetoriais das sentencas sdo compa-
radas usando similaridade de cosseno para identificar pares de sentengas que sao
parafrases.

Em seguida, € calculada a similaridade por métrica de Jaccard entre a carta de interesse
e as cartas no dataset filtrado, utilizando vetores gerados pelo modelo SentenceTransfor-
mers. Essa métrica de similaridade € crucial para a clusterizacdo, que agrupa cartas com
textos semelhantes conforme exemplo a seguir: [Scryfall 2024b, Scryfall 2024a]

1. “Whenever one or more other Rabbits, Bats, Birds, and/or Mice you control enter,
scry 1. Other Rabbits, Bats, Birds, and Mice you control get +1/+1.”;
2. “Other Squirrels you control get +1/+1.”.

A andlise dos textos revelou uma similaridade de 0,005679 entre as sentencas, além de um
padrdo claro nas parafrases, como o aumento de poder e resisténcia de certas criaturas,
onde a semantica é semelhante. Incorporar esse algoritmo de busca semantica ao K-
means pode aprimorar o desempenho do algoritmo, pois permitird uma clusterizacao mais
eficiente, agrupando melhor as cartas com textos mais semelhantes.



472

2.1.3. Clusterizacao e Classificacao de Pertencimento da Carta de Entrada

A clusterizacdo visa agrupar cartas com textos semelhantes, utilizando a métrica de Jac-
card como pardmetro. Para isso, foi usada a biblioteca do sklearn (slkearn.clustering
e sklearn.pipeline) para construir a pipeline de clusterizagdo. Os dados foram norma-
lizados usando o algoritmo MinMax para otimizar o cédlculo de distancias no K-means.
Foram definidos 170 clusters para prevenir a formacao de agrupamentos extensos e re-
duzir os efeitos de overfitting. O coeficiente de silhueta, usado para validar a disposi¢ao
dos centrdides, foi de 0,6514. Com o modelo treinado, a carta de interesse € atribuida
ao cluster mais adequado, filtrando o dataset para usar apenas amostras desse cluster na
especulagdo do preco.

3. Resultados

Com base no cluster final, podemos retornar a média dos precos na amostra e determinar
faixas de preco para a carta de interesse. Além disso, identificamos a carta com texto
mais semelhante na amostra para verificar se ja existe uma ocorréncia similar do texto.
As amostras sdo passadas por dois modelos de regressdo: Random Forest Tree (RFT)
e KNearest Neighbor (KNN). Com uma divisdo de 20% para teste e validacdo, os erros
médios quadraticos e absolutos, assim como as faixas de preco previstas, sao apresentados
nas Tabelas 1 e 2.

RFT % KNN % RFT KNN
3.672582 15.733944 12.162827 10.165323
78.898198 79.506967 60.973797 53.930584
53.006127 80.778658 56.188981 55.616094
Tabela 1. Erro Meédio Tabela 2. Erro Médio Absoluto
Quadratico do RFT e KNN do SVM e KNN

Precos RFT Precos KNN

5.41250 0.256667
13.40635 2.203333
26.90155 8.093333

Tabela 3. Faixas de prego minimo, médio e maior preco obtida para uma
carta pelos 2 algoritmos

4. Consideracoes Finais

Este estudo apresentou uma metodologia para a especulacio de precos em cartas do MTG,
combinando técnicas de NLP e algoritmos de clusterizacdo. Os resultados demonstram
que o método proposto € eficaz na previsao de faixas de preco e tem potencial para
ser aplicado para prever impacto de noticias em agdes e em comparagdo de produtos
onde andlises de sequéncias textuais sdo relevantes. Este trabalho foi estudo piloto para
aplicacdo da metodologia em processos de classificacdo de precos de cafés populares a
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partir da andlise do design e contetido de suas embalagens. Encontramos limita¢des no
uso da solucdo devido a natureza dos dados das cartas e suas altas proximidades que oca-
sionam centroides muito proximas. Entendemos que o uso de um modelo de vetorizacdo
com contextos treinados diretamente ao jogo pode melhorar a separacdo semantica das
amostras.
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