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Resumo. A agilidade em diagnosticar os pacientes é um fator vital para o tra-
tamento hdbil de diversas enfermidades e muitas vezes é o pardmetro decisivo
na recuperagdo dos pacientes. Ao levar em consideragcdo que o tempo médio
consumido por profissionais médicos em atividades de pesquisa, muitas vezes
é de 4 horas de duragdo, e este se reduzido, de forma a ndo comprometer a
qualidade dos resultados obtidos serd valioso para o diagndstico e tratamento
principalmente em casos de maior urgéncia. A presente produgdo busca explo-
rar a utilizacdo de Modelos dos Large Language Models (LLMs) baseados na
arquitetura Transformer para otimizar o tempo e a eficiéncia nas atividades de
pesquisa de profissionais de savide. Para tando, objetiva-se compreender o que
sdo as LLM através do Transformer e suas funcionalidades além de apresen-
tar o dataset-Medtext utilizado para treinar o modelo. Portanto, esta produgdo
trata-se de uma pesquisa experimental na qual serd aplicado o conhecimento
teorico sobre LLMs e Transformers para resolver a problemdtica e otimizacdo
do tempo de pesquisa.

Abstract. The agility in diagnosing patients is a vital factor for the skillful treat-
ment of various diseases and is often the decisive parameter in patient recovery.
Considering that the average time spent by medical professionals on research
activities is often 4 hours, reducing this time without compromising the quality
of the results would be valuable for diagnosis and treatment, especially in more
urgent cases. This work aims to explore the use of Large Language Models
(LLMs) based on the Transformer architecture to optimize the time and effici-
ency of healthcare professionals’ research activities. To this end, the objective is
to understand what LLMs are through the Transformer and their functionalities,
in addition to presenting the Medtext dataset used to train the model. Therefore,
this work is an experimental study in which theoretical knowledge about LLMs
and Transformers will be applied to address the problem and optimize research
time.

1. Introducao

O avango acelerado das técnicas de Processamento de Linguagem Natural (PLN) nos
ultimos anos, resultou no surgimento de modelos de chat altamente sofisticados, como o
GPT-4, LLAMA 2, e Falcon. Esses modelos exibem uma notdvel capacidade de compre-
ender e gerar respostas semelhantes as humanas em diversos dominios, tornando-os cada
vez mais populares em aplicacdes como suporte ao cliente, assistentes virtuais, moderagao
de midia social, entretenimento e pesquisa.
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No entanto, apesar do seu potencial, esses modelos sdo frequentemente acessiveis
apenas por meio de APIs restritas, o que limita novas pesquisas e avangos na area de PLN.
Além disso, eles sdo extremamente pesados e exigem grande poder computacional para
treinamento e inferéncia.

Com isso em mente, o presente artigo busca apresentar abordagens para re-
duzir a demanda computacional desses modelos extensos, conhecidos como LLMs
[Chen et al. 2023]. Serdo exploradas técnicas como GPTQ [Frantar et al. 2023] para
quantizacdo de modelos e DPO (Direct Preference Optimization) [Rafailov et al. 2023]
para otimizagao de pesos, as quais serdo discutidas nas se¢des subsequentes.

Um estudo recente com profissionais de saide revelou que eles gastam, em média,
60 minutos para formular uma estrategia de busca e durante suas pesquisas € dedicam
cerca de 3 minutos para avaliar a relevancia de cada documento, totalizando aproxima-
damente 4 horas de pesquisa [Russell-Rose T 2017].Uma solucdo vidvel para enfrentar
esses desafios € a implementacdo de sistemas de perguntas e respostas dedicados .Esses
modelos sdo capazes de compreender perguntas em linguagem natural e fornecer respos-
tas baseadas em uma base de dados validada por especialistas.

A presente producgdo é composta pela fundamentacgao tedrica em que sao relatadas
as técnicas utilizadas para a criacdo do modelo. A seguir sdo descritos o dataset utilizados,
seu pre-processamento e experimentos realizados e por fim as consideragdes finais em que
€ sintetizado o trajeto percorrido até os resultados.

2. Fundamentacao teorica

2.1. Arquitetura e Funcionamento de LLMs

Antes da arquitetura Transformer, modelos como LSTM (Long Short-Term Memory) e
GRU(Gated Recurrent Unit) mitigavam, mas ndo resolviam completamente, a limitagdo
dos RNNs (Recurrent neural networks) em lidar com dependéncias de longo alcance em
sequéncias. O Transformer, apresentado em [Vaswani et al. 2023], introduziu uma abor-
dagem inovadora com o mecanismo de atencdo e o esquema codificador-decodificador,
permitindo que o codificador transforme a sequéncia de entrada em uma representacao
vetorizada compreensivel pela miquina.

Uma arquitetura Transformer em PLN, se configura por uma sequéncia de en-
tradas passadas por uma camada de incorporagdo e codificacdo posicional antes de ser
processada pelo codificador, que captura a semelhancga entre as palavras e suas posi¢cdes.
O decodificador, entdo, usa esses vetores para produzir a saida de forma auto-regressiva,
onde cada tokens de saida torna-se a entrada para o proximo passo.

O termo ‘““auto-regressivo” refere-se ao processo de gerar saidas sequenciais, per-
mitindo ao modelo criar frases de saida de comprimentos varidveis, adaptando-se a dife-
rentes contextos e requisitos.

Llama-2 [Touvron et al. 2023] € uma cole¢do de quatro modelos baseados na ar-
quitetura Transformer, variando em parametros: 7B, 13B, 34B e 70B. Todos comparti-
lham a mesma funcdo de ativacdo e método de normalizacdo. Neste trabalho, foi utilizado
o modelo LLAMA-2 7B.

O mesmo se diferencia por um novo método de ajuste fino chamado Ghost Atten-
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tion (GAtt), projetado para que o modelo mantenha consistentemente o papel atribuido
pelo usudrio, como por exemplo “Cardiologista”. O GAtt adiciona sinteticamente a
instrucdo “agir como”a todas as mensagens do usudrio, permitindo que o modelo man-
tenha o contexto sem precisar da concatenacdo explicita durante o ajuste fino. Essa
técnica melhora o controle do didlogo em multiplos turnos, permitindo melhor adaptacao
as instrucodes dos usudrios.

2.2. Quantizacao do modelo (GPTQ)

devido as caracteristicas do modelo LLAMA 2 7B, com 7 bilhdes de parametros, sua
execugdo em GPUs convencionais ou no Google Colab nao foi vidvel por causa da alta de-
manda de recursos. Para mitigar essa limitagcdo, foram exploradas técnicas de quantizacio
para reduzir o consumo de VRAM (Video Random Access Memory) sem comprometer o
desempenho do modelo. Dois métodos principais de quantizacdo sdo mencionados: a
Quantizacao Pés-Treinamento (PTQ), que quantiza um modelo ja pré-treinado, e o Trei-
namento com Reconhecimento de Quantizagdo (QAT), que realiza a quantizacdo antes
ou durante o treinamento. O GPTQ (Generative Pretrained Transformers Quantization),
uma técnica PTQ (Post-training quantization), é ideal para modelos muito grandes, onde
o treinamento completo seria muito custoso.

O GPTQ utiliza um esquema misto de quantizacdo int4/fpl6 (integer de 4 bits e
fp16 float de 16 bits ), onde os pesos sdo quantizados como int4 e as ativa¢des permane-
cem em float16. Durante a inferéncia, os pesos sdo desquantizados instantaneamente e o
calculo € feito em float16. Esse esquema oferece dois beneficios principais: economia de
memoria de até 4 vezes devido a quantizacdo int4, e potencial aceleracdo da inferéncia
e do treinamento, gragas a menor largura de bits utilizada para os pesos, o que reduz o
tempo de comunicagdo de dados [Frantar et al. 2023].

3. Materiais e Métodos

3.1. Dataset

MedText [Melamud and Shivade 2019] € um conjunto de dados para diagnosticos e trata-
mentos médicos, contendo 1.412 perguntas e respostas baseadas em casos de pacientes,
vale ressaltar que este encontra-se na lingua inglesa e aborda as 100 doengas e 30 lesdes
mais comuns nos hospitais. Cada condi¢do possui perguntas e respostas variando entre
leve, complicada e grave .

Ele foi desenvolvido a partir do MIMIC III [Johnson et al. 2018], um banco
de dados que contém informacgdes de prontudrios médicos, incluindo diagnésticos,
causas e tratamentos. A partir desses dados, foi criada uma estrutura artificial de

perguntas e respostas (question answering) para o MedText, conforme descrito em
[Melamud and Shivade 2019].

3.2. Pre-processamento do dataset e DPO

O pré-processamento do dataset € muito importante para o funcionamento do DPO (Direct
Preference Optimization), que € uma alternativa ao aprendizado por reforco com feedback
humano (RLHF). O DPO melhora o alinhamento da linguagem com as preferéncias hu-
manas sem a necessidade de um modelo de recompensa. Ele utiliza dados compostos por
triplas (prompt, resposta escolhida, resposta rejeitada), também usados no RLHF. Durante
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perplexidade
[Melamud and Shivade 2019] 12.5
Este artigo 1.98

Tabela 1. Metricas

o ajuste fino, o modelo de linguagem € duplicado, criando um modelo treinavel (policy
model) e outro congelado (reference model), ambos responsaveis por avaliar as respostas
com base nas probabilidades dos fokens.

O DPO possui suas proprias métricas de avaliagdo, como a diferenca de probabi-
lidades logaritmicas entre as respostas escolhidas e rejeitadas, e a frequéncia de casos em
que as respostas escolhidas superam as rejeitadas. Devido a estrutura de prompt, resposta
escolhida e rejeitada, foi necessario adaptar o MedText, utilizando a tecla (espago) a fim
de preencher campo rejeitado sem adicionar quaisquer informac¢do que possa interferir
no processo. Zephyr [Tunstall et al. 2023], um chatbot que compete com grandes LLMs
como mostrado em [Li et al. 2023] e [Zheng et al. 2023], adotou uma abordagem seme-
lhante, mas a presencga da teclada de (espaco) pode ser um risco visto que o modelo pode
gerar respostas equivocadas.

3.3. Experimentos

A métrica usada na avaliacao do modelo foi a perplexidade com isso em mente realizou-
se a valida¢do do modelo desenvolvido, comparando-o com o artigo original de onde o
dataset foi extraido [Melamud and Shivade 2019]. Utilizando a técnica DPO, o modelo
foi treinado por 10 épocas com uma taxa de aprendizado de 5e-07 e batch size de 2, per-
mitindo uma anélise detalhada das amostras. O otimizador AdamW foi escolhido para
otimizar a efici€ncia na convergéncia. Os resultados visto na tabela 1 mostram que o
modelo proposto teve uma perplexidade de 1.98, Consideravelmente superior aos resul-
tados do artigo do qual o conjunto de dados foi extraido [Melamud and Shivade 2019]
12.5, indicando maior precisdo na previsdao de palavras e na compreensdo das estruturas
linguisticas.

4. Conclusao e Agradecimentos

O texto aborda estratégias para reduzir o custo computacional de grandes modelos de lin-
guagem (LLMs), que frequentemente precisam ser executados em APIs externas. Uma
das estratégias mencionadas ¢ o GPTQ, que quantiza o modelo, reduzindo o uso de
memoria (VRAM), o tempo de treinamento e de inferéncia. O DPO, por sua vez, ao usar
decodificadores causais, permite calcular recompensas em um Unico passo, otimizando o
processo de treinamento.
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