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Abstract

Are LLMs cultural technologies like photo-
copiers or printing presses, which transmit
information but cannot create new content?
A challenge for this idea, which we call bib-
liotechnism, is that LLMs generate novel text.
We begin with a defense of bibliotechnism,
showing how even novel text may inherit its
meaning from original human-generated text.
We then argue that bibliotechnism faces an in-
dependent challenge from examples in which
LLMs generate novel reference, using new
names to refer to new entities. Such examples
could be explained if LLMs were not cul-
tural technologies but had beliefs, desires, and
intentions. According to interpretationism in
the philosophy of mind, a system has such
attitudes if and only if its behavior is well
explained by the hypothesis that it does. Inter-
pretationists may hold that LLMs have atti-
tudes, and thus have a simple solution to the
novel reference problem. We emphasize, how-
ever, that interpretationism is compatible with
very simple creatures having attitudes and dif-
fers sharply from views that presuppose these
attitudes require consciousness, sentience, or
intelligence (topics about which we make no
claims).

1 Introduction

Do modern LLMs have beliefs, desires, and in-
tentions? Over the last few years, this question
has been much discussed (e.g., Hase et al., 2023;
Levinstein and Herrmann, 2024; Shanahan et al.,
2023; Mahowald et al., 2024; Millière and Buckner,
2024; Yildirim and Paul, 2024). The hypothesis
that LLMs do have these states is attractive in
part because it offers a natural tool for explaining
their behavior. It is standard to explain the com-
plex behavior of humans and non-human animals
in terms of what they think (believe), what they
want (desire), and what they intend. If modern
LLMs have beliefs, desires, and intentions, we

can use the same tools to explain their behavior
as well.

A challenge for those who deny that current
LLMs have beliefs, desires, and intentions, is to
provide an alternative, equally powerful, expla-
nation of their behavior. Alison Gopnik and her
coauthors have articulated a striking idea in this
direction (Gopnik, 2022a,b; Yiu et al., 2023).
In Gopnik’s view, LLMs are a ‘‘cultural technol-
ogy’’, like a library or a printing press. Along these
lines, the writer Ted Chiang compares prompting
an LLM to ‘‘searching over a library’s contents
for passages that are close to the prompt, and
sampling from what follows’’ (Chiang, 2023).
Cosma Shalizi has dubbed this general idea ‘‘Gop-
nikism’’ (Shalizi, 2023). Since we will develop
the position in our own way, we have given our
version a new name: bibliotechnism, a combina-
tion of the Greek word for ‘‘book’’ and the Greek
word for ‘‘skill’’. The defining commitments of
bibliotechnism are, first, that LLMs are cultural
technologies; and, second, that LLMs do not have
beliefs, desires, and intentions. The second claim
especially will be key here, though it requires ex-
panding Gopnik’s position.

Can this view provide an explanation of the
behavior of LLMs, which is sufficiently powerful
to compete with the hypothesis that they have
beliefs, desires, and intentions? We argue that if
bibliotechnism is true, then if LLM-produced text
is meaningful, its meaningfulness must in an im-
portant sense depend on the fact that text in the
LLM’s training data is meaningful. If LLMs gen-
erated meaningful text, but its meaning were not
of this ‘‘derivative’’ kind, then there would be
an important sense in which, contrary to biblio-
technism, LLMs do not simply transmit existing
cultural knowledge.

In normal cases, text produced by photocopiers
and printing presses has only derivative meaning:
It is simply a reproduction of human-generated
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input. But LLMs often produce entirely novel
text, which is still apparently meaningful. This
seems to present a serious challenge for biblio-
technism: If LLM-generated text is meaningful
only when it piggybacks on human-generated orig-
inals, how could such novel text be meaningful?

In Part I, we defend bibliotechnism against this
challenge. Using n-grams as a toy model, and
working up to more complex modern LLMs, we
show how even novel text produced by LLMs may
nevertheless derive its meaningfulness from the
meaningfulness of the LLM’s inputs. We see this
as an important step forward for bibliotechnism.

But in Part II, we present a further challenge
for this view. Modern LLMs are not just capable
of producing novel text using old words, they
also can produce newly invented names which
apparently refer to newly created objects. These
new names cannot derive their reference from
original text, since by assumption the name is not
used in the data to refer to the relevant object. We
argue that this novel reference problem poses a
serious challenge for bibliotechnism.

LLM behavior in the novel reference problem
would be easily explained if LLMs had beliefs,
desires, and intentions. According to interpreta-
tionism in the philosophy of mind and cognitive
science, a system has beliefs, desires, and inten-
tions if and only if its behavior is well explained
by the hypothesis that it has such states (e.g.,
Dennett, 1971, 1989; Davidson, 1973, 1986). Ac-
cording to this thesis, there is no difference be-
tween the question of whether a system’s behavior
is well-explained on the hypothesis that it has cer-
tain attitudes, and the question of whether it ac-
tually has those attitudes. We argue that, if this
philosophical position is true, then there is ev-
idence that LLMs have beliefs, desires, and in-
tentions, and the novel reference problem can be
easily solved. We emphasize, however, that in-
terpretationism differs in important ways from
common lay views about the ontology of attitudes.
It does not require that a system have particular
internal correlates (say, a particular neuron) of
putative beliefs or intentions; nor does it require
that a system be intelligent or conscious in order
to have attitudes. Instead, a system may count as
having beliefs or intentions because of patterns
visible in its global behavior. Thus, for interpreta-
tionists, attributing beliefs, desires, and intentions
to LLMs does not require that they are sentient
or conscious (see Chalmers, 2023; Butlin et al.,

2023; Goldstein and Stanovsky, 2024, for dis-
cussion of these questions).

2 Prior Work and Background

Prior Work A prominent line of argument has
suggested that LLMs cannot produce reference
without being ‘‘grounded’’ (e.g., Bisk et al.,
2020; Lake and Murphy, 2023). Bender and Koller
(2020) have influentially argued that LLMs can-
not understand language in part because they can-
not have perceptual contact with objects to which
speakers intend to refer, and so cannot learn those
speakers’ communicative intents. A natural infer-
ence from their discussion is that, owing to LLMs’
inability to understand language, they can also
not produce meaningful text (cf. Titus, 2024).

Piantadosi and Hill (2022) propose an alterna-
tive account of meaning in which meanings are
constituted by the relationship among concepts
in a particular conceptual space. Since LLMs
clearly represent rich inferential relationships as
well as relations of semantic similarity, in their
view LLMs can produce meaningful words even
without perceptual exposure to their referents.

Mandelkern and Linzen (2023) connect the
debate between Bender and Koller (2020) and
Piantadosi and Hill (2022) to semantic external-
ism, a view of meaning which has been dominant
in the philosophy of language since the 1980s. On
a standard view, (Putnam, 1975; Kripke, 1980;
Burge, 1986), people can refer to Shakespeare
without having been in direct causal contact with
Shakespeare, in part by belonging to a commu-
nity whose overall use of this word stands in
an appropriate causal relationship to the poet.
Mandelkern and Linzen accordingly suggest that
whether LLMs can produce text that refers to
Shakespeare depends on whether LLMs ‘‘belong
to our speech community’’.

Cappelen and Dever (2021) earlier provided a
systematic application of semantic externalism to
model-generated text. They argue that such text
can be meaningful, but that in order to accom-
modate the full range of model behavior, we
must revise and extend standard theories of mean-
ing. In response, they propose a novel interpreter-
focused ‘‘metametasemantics’’, according to which
the meaningfulness of novel generated text de-
pends on what someone could come to know by
reading it.
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Nefdt (2023) similarly sees LLMs as inspiring
revision to the theory of meaning, suggesting the
meaningfulness of model-generated text requires
a form of radical contextualism.

The present paper goes beyond these earlier
works by considering the relationship between
the meaningfulness of LLM-generated text and
the viability of bibliotechnism. Moreover, ear-
lier theoretical work does not clearly vindicate
the claim that n-gram models produce meaning-
ful text, whereas we will argue that they do.
Moreover, we do so without revision to standard
theories of meaning. We build on our account
to defend bibliotechnism against an important
challenge, demonstrating that the view can ac-
commodate the meaningfulness of even entirely
novel text generated by LLMs. We then introduce
the novel reference problem as a new challenge
for bibliotechnism.

Background Modern generative language mod-
els are trained on PrimaryData, typically on
a word prediction task and sometimes with addi-
tional training to bring about particular behav-
iors (e.g., Reinforcement Learning from Human
Feedback [RLHF] whereby models receive ex-
plicit feedback to align with human preferences;
Ouyang et al., 2022). At generation time, they
are prompted and then sampled to probabilisti-
cally produce GeneratedText. We will take
it as uncontroversial that words in Primary-
Data are meaningful and refer to things in the
world. For instance, if a human-authored biog-
raphy of Shakespeare is included in Primary-
Data and includes the line ‘‘Shakespeare was
born in 1564.’’, the relevant token of ‘‘Shake-
speare’’ is meaningful and refers to the poet.

What will matter for our purposes below is that
the models are (a) trained on largely naturalistic
human data to generate text, (b) do not simply
verbatim reproduce their training data, and (c)
produce text which human users can typically
understand. Today’s LLMs have these properties:
They are trained on human data, generate at least
some novel text (McCoy et al., 2023), and produce
fluent text that human users engage with easily.

We highlight three points about philosophical
terminology. Philosophers often distinguish be-
tween ‘‘reference’’ and ‘‘meaning’’. As we will
use the terms here, any expression that refers has a
meaning, although many meaningful expressions
do not refer. For simplicity, the only words that

we will assume can refer are proper names.
Those unused to this distinction may treat ‘‘mean-
ing’’ and ‘‘reference’’ as synonymous through-
out; nothing essential will turn on the difference
between them.

Second, there is a difference between the word
‘‘Shakespeare’’ and particular tokens of this word.
If the word ‘‘Shakespeare’’ is written on a black-
board five times, there are five tokens of this one
word on the blackboard. Words, complex expres-
sions, and strings more generally are types which
can occur in multiple ‘‘tokens’’, whether in writ-
ten inscriptions or spoken utterances. We assume
that both tokens of words and of longer strings
can be meaningful.

Third, and finally, we distinguish between ‘‘re-
ferring’’ and ‘‘meaning’’ that is done by agents
(‘‘Marlowe was referring to Queen Elizabeth.’’),
and referring and meaning that is done by partic-
ular word-tokens. Since our goal is to explore a
view on which LLMs are not agents, we will be
investigating the question of whether such non-
agents can produce tokens which refer and are
meaningful. We will not be assuming that LLMs
themselves can refer or mean as agents.

3 Part I: How to be a Bibliotechnist

3.1 Bibliotechnism and Derivative Meaning

Bibliotechnists take cultural technologies, like
books and libraries, to be tools for the transmission
and dissemination of information, allowing the
accumulation of knowledge over large stretches
of space and time. These technologies are, cru-
cially, not themselves responsible for new ideas
or information. They simply transmit information
which already existed.

Bibliotechnists take LLMs to be cultural tech-
nologies, and, accordingly, hold that if LLMs gen-
erate meaningful text it must be what we will
call derivatively meaningful. When an author
writes ‘‘Shakespeare’’, their inscription of the
word (the word-token) is meaningful and refers
to the poet. As a result of this case of reference,
the token of ‘‘Shakespeare’’ on the 13th page of
the 423rd copy of the 3rd printing of this biogra-
phy also refers to the poet. The same holds also
for tokens of ‘‘Shakespeare’’ on photocopies of
this page of this edition of the book, even if the
photocopies are produced by accident. A similar
thesis applies also to the meaning of complex
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expressions (involving more than one word) like
‘‘Shakespeare was born in 1564’’.

We will say that tokens created immediately
by an agent are instances of basic meaning and
reference, while other tokens are instances of de-
rivative meaning and reference. We stipulate that
it is only agents—that is, entities that have be-
liefs, desires, and intentions—that produce tokens
which refer or are meaningful basically. Beyond
this stipulation, the distinction between basic and
derivative reference and meaning is rough, but
we will only deal with clear examples of each cat-
egory in what follows.

According to bibliotechnism, LLMs do not
have beliefs, desires, or intentions. So, according
to bibliotechnism, LLMs can only produce to-
kens which refer or are meaningful derivatively.
Is this consequence of the position correct? We
first argue that unigram models can produce
words which refer and are meaningful deriva-
tively, but that they cannot produce complex ex-
pressions which are derivatively meaningful. We
then explain how, going beyond unigrams, LLMs
can produce complex expressions—and indeed
long stretches of entirely novel text—which are
derivatively meaningful.

3.2 Causal History and Derivative Meaning

In this section, we argue that derivative reference
and meaning can be achieved by an appropriate
causal connection between PrimaryData and
GeneratedText, and show how this vindicates
the idea that n-grams can produce derivatively
meaningful word-tokens.

Since the 1970s, philosophers have developed
the idea that causal connection can play a key role
in facilitating reference and meaning, and that
our ability to refer to, say, Shakespeare is partly
explained by there being an extended causal chain
from current humans, through their teachers, their
teachers’ teachers, and so on, all the way back to
the poet (Geach, 1969; Donnellan, 1970; Evans,
1973; Kripke, 1980).

This relationship between current human uses
and an original ‘‘baptism’’ is conceptually dis-
tinct from the relationship between derivatively
meaningful tokens produced by a photocopier or
printing press and basically meaningful tokens
produced by a human. But in both cases it seems
that causal connection is important. In particular,
we suggest that derivative reference and mean-

ing also depend on an appropriate causal chain
tracing from a new token back to a token which
is meaningful basically. It is because the token
of ‘‘Shakespeare’’ on the 13th page of the 423rd
copy of the 3rd printing of the biography is appro-
priately causally connected to the original token
created by the author, that it refers to the poet.
The same also goes for tokens of ‘‘Shakespeare’’
on photocopies of this page: these new tokens
can refer because they are appropriately causally
connected to a basically meaningful token.

This ‘‘appropriate’’ causal connection does not
require human supervision. If a page from a book
flies into a malfunctioning photocopier, making
copies by accident, the tokens on the resulting
page would still refer to the poet. If whole sen-
tences are copied by the machine, these sentences
would also be derivatively meaningful, because
of their causal connection to an original token.

This observation already shows that un-
smoothed large-n n-gram models—which straight-
forwardly sample from a distribution conditional
on the previous n− 1 words—can produce mean-
ingful tokens. For sufficiently large n (e.g., 1000),
such models simply copy tokens from Primary-
Data. So, like a photocopier, they produce mean-
ingful tokens.

Matters are less straightforward for unigram
models, which sample from a distribution of sin-
gle words. We can think of such models as im-
plemented by taking all of their PrimaryData,
choosing word-tokens from the PrimaryData
at random, and then copying the chosen token.
The tokens of individual words the n-gram then
produces are again just like those of a copier (or
of the large-n model): they have a direct causal
connection to the original tokens. As a result, if
the model produces a token of ‘‘Shakespeare’’,
this token will be meaningful (and refer) deriva-
tively, piggybacking on the meaning and reference
of a token of this word found in PrimaryData.

In this case, however, there is a new phenom-
enon, not exhibited in the case of the photocopier
or large-n n-gram. Each of the tokens of the in-
dividual words produced by the unigram will be
meaningful, but it does not seem that tokens of
complex expressions containing these tokens will
be. The vast majority of the time, the token the
model produces will be a token of a gibberish
string, and uncontroversially meaningless. At low
odds the unigram model will produce a token
of a ‘‘reasonable’’ string like ‘‘Shakespeare was
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born in 1564’’. With even lower odds, a token of
a reasonable string will be produced by copying
an original token of that string. But even in these
latter cases, the fact that a token of a string which
could be meaningful is produced is a fluke, a
complete accident. As a result, we judge that,
even when the model produces a token of a string
that would be meaningful if produced by a human
in a normal way, the token the model produces is
not meaningful.

The reason is that the generated text is not ap-
propriately causally connected to the Primary-
Data to inherit the ‘‘glue’’ that binds the words
in the complex expression together. The tokens
are like sand blown into the shape of a sentence
by the wind.

3.3 Derivatively Meaningful Expressions

Thus far, we have seen how tokens of com-
plex expressions can be derivatively meaning-
ful if they are copied from PrimaryData. But
modern LLMs routinely produce tokens of strings
which do not appear in PrimaryData. Can
bibliotechnism accommodate the meaningfulness
of such novel text?

We will argue that it can, by arguing that to-
kens of complex expressions can be derivatively
meaningful because of two distinct causal path-
ways involved in their production: a first (dis-
cussed above), which connects new tokens of
individual words to originals in the data; and a
second (new to this section), which guarantees
that outputs possess higher-level features of ex-
pressions in PrimaryData to serve as a kind
of ‘‘glue’’ binding word-tokens into meaningful
tokens of longer strings.

To see the idea, consider a rudimentary model,
which, when fed a token of a sentence, finds any
name-tokens in the sentence (searching with a
database) and then replaces each of these names
uniformly with a name drawn at random from
the distribution of all names in its Primary-
Data. This model plausibly produces not just
tokens of individual words which are deriva-
tively meaningful, but also can produce tokens of
never-before-considered strings which would, as
a whole, be derivatively meaningful. For instance,
if we gave this model our Shakespeare sentence,
and it produced ‘‘Plato was born in 1564’’, this
token would be false, but meaningful, even if
it is a token of a string never before contem-

plated by a human. Here, the causal history of
the context and the causal history of the individ-
ual name-token are different, but the whole token
expression would still be derivatively meaning-
ful. Plausibly, this is because the operation as a
whole is causally sensitive to a structural, high-
level feature of its input, and in particular, the fact
that it reliably produces an output sentence that
preserves the grammatical structure of its input
sentence. A rough test for causal sensitivity in this
sense (though not a necessary or sufficient con-
dition) appeals to counterfactual sensitivity: (i) if
the model were given PrimaryData exhibit-
ing property P , would it reliably produce outputs
which exhibit property P ?; and (ii) if the model
were given PrimaryData which does not ex-
hibit property P , would it reliably produce outputs
which do not exhibit property P ? The rudimen-
tary model just described passes this test, and is in
any case intuitively causally sensitive to the struc-
ture of its input. It is in part owing to this causal
sensitivity that the model can produce tokens of
novel sentences which are derivatively meaning-
ful, since the output tokens inherit from their
input not only the meaningfulness of their con-
stituents, but also their form.

This discussion provides one example where
novel text can nevertheless be derivatively mean-
ingful. It also suggests that, in general, if a model
is causally sensitive to relevant high-level fea-
tures of its PrimaryData, in such a way as to
transmit those features to its GeneratedText,
it may produce even entirely novel text that is
nonetheless derivatively meaningful. The ques-
tion then becomes: Are modern LLMs sensitive
to an appropriate high-level feature?

A first proposal might focus on grammati-
cality. One might suppose that it would suffice
for an LLM to produce meaningful output, if it
is causally sensitive to the grammaticality of its
PrimaryData in such a way that it reliably pro-
duces grammatical GeneratedText. But this
proposal is not correct in general, because not all
grammatical expressions are meaningful. In fact,
even the simple operation of replacing constitu-
ents with others of the same syntactic category
can lead to expressions that, while grammatical,
are meaningless, e.g.: ‘‘You apply the toy and
serve fighter hair into the blackmail’’ (Gulordava
et al., 2018). So, a process that reliably produces
grammatical sentences with derivatively mean-
ingful sub-expressions could still fail to produce
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derivatively meaningful sentences. In short, if
LLM-produced text is meaningful, it cannot be
only in virtue of causal sensitivity to the gram-
maticality of its input.

We suggest that a more promising high-level
property is what we call intelligibility. In our tech-
nical sense, a token of a string is intelligible in a
language if and only if it is possible that someone
understand a token of the string in line with the
conventions of the language. (From now on ‘‘in-
telligibility’’ will be ‘‘intelligibility in English’’.)
Intelligibility in this sense does not vary from
person to person: It depends only on whether it
is possible that someone understand the sentence,
not on whether one particular person does. And a
token which is intelligible in this sense need not
be meaningful: A token formed by wind in the
sand may be intelligible (if it is a token of a string,
some tokens of which are understood), even if it
is not meaningful itself.

We suggest that, if LLMs are causally sensi-
tive to the intelligibility of their input, in such
a way as to produce intelligible outputs when
given intelligible inputs, then tokens of intelligible
complex expressions they generate will be deriv-
atively meaningful, with individual words inher-
iting the meanings of the original tokens from
which they were ‘‘copied’’, and whole expres-
sions inheriting the ‘‘glue’’ of intelligibility from
the PrimaryData. The rough counterfactual
test for causal sensitivity discussed above sug-
gests that modern LLMs are in fact causally sensi-
tive to the intelligibility of their PrimaryData.
First, these models overwhelmingly produce text
which is intelligible. Second, if LLMs were trained
on gibberish, they would output gibberish. Given
that modern LLMs are causally sensitive to in-
telligibility in their input, there is a clear story
according to which modern LLMs do not just pro-
duce derivatively meaningful single words like
unigrams, but in fact can produce derivatively
meaningful complex expressions.

We will continue to develop bibliotechnism us-
ing the property of intelligibility. But there are
many other candidate notions that one might use
instead: semantic well-formedness, discourse co-
herence, or even felicity. We ourselves think none
of these quite does the needed work. But noth-
ing essential in what follows will turn on the
exact property chosen, and a reader who prefers
these other properties may use them in place of
intelligibility.

Intelligibility in our sense does not require truth,
and causal sensitivity to intelligibility does not
require reliable production of the truth. Tokens
of false sentences like ‘‘Shakespeare was born in
2023’’ are intelligible. Even the best LLMs at the
time of writing are known to produce text that
confabulates or fabricates information. But get-
ting a fact wrong (e.g., saying Shakespeare was
born in 2023 instead of 1564) is importantly dif-
ferent than producing unintelligible text. If an
LLM reliably responded to queries about Shake-
speare’s birth with gibberish, this would at least
be some evidence that it is not in fact causally
sensitive to the intelligibility of its data in such a
way as to generate derivatively meaningful com-
plex expressions. But producing false, intelligi-
ble text is entirely compatible with such causal
sensitivity.

It is instructive to compare LLM-generated
novel text to text generated by bigram or trigram
models. Unlike unigrams, bigram and trigram
models fairly reliably copy short complex phrases
from their input. Indeed, such models might be
statistically likely to combine expressions in ways
that might seem meaningful as a whole, because
they are causally sensitive to certain features of
the patterns of combination of these words in the
data. For instance, a bigram model that outputs
‘‘Shakespeare wrote plays’’ does so in part be-
cause it is sensitive to the fact that ‘‘wrote’’ is
a likely continuation for ‘‘Shakespeare’’ and that
‘‘plays’’ is a likely continuation for ‘‘wrote’’.
But the only causal connection between its pro-
duction of ‘‘Shakespeare’’ and its production of
‘‘plays’’ is mediated by the verb ‘‘wrote’’. Given
this fact, we judge that the causal story about its
production of this sentence does not preserve an
appropriate connection between all parts of the
sentence. Accordingly, even when the model pro-
duces tokens of sentence-length strings that are
grammatical, and even when individual phrases
may be judged meaningful, it seems that, as with
unigram models, longer sentences should prob-
ably not be understood as meaningful. These
sentences lack the straightforward ‘‘copy prop-
erty’’ of higher-n n-gram models but also are not
produced in a way that is causally sensitive to
relevant structural features (and in particular in-
telligibility), as text generated by modern LLMs
seems to be.

We conclude that LLMs can produce novel text
which is nevertheless derivatively meaningful,
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because they copy individual tokens from their
PrimaryData, and assemble them in ways that
are causally sensitive to the high-level feature of
intelligibility in their PrimaryData.

Before closing this discussion, we offer one
key clarification about the basis of our judgment
that unigrams do not produce derivatively mean-
ingful complex expressions. The basis for this
judgment is not the fact that n-grams are only
trained on individual words. It is instead because
n-grams are not causally sensitive to relevant
high-level features of their PrimaryData. That
is, we are not interested in a narrow form of
‘‘input-sensitivity’’, but instead in a broader no-
tion of causal sensitivity, partly captured by the
test of counterfactual sensitivity.

This contrast can be illustrated by considering
again a photocopier. The fact that a photocopier
responds to (say) features of the ink used to write
original letters is irrelevant to the question of
whether the tokens it produces are meaningful.
As long as its underlying low-level mechanism
leads to causal sensitivity to the right high-level
features—as evidenced in this case by the fact that
it reliably produces tokens of words when it is
fed words, and reliably does not produce words
when it is not—the tokens it produces will be
derivatively meaningful.

The same point can be made in connection to
an n-gram trained not on word frequency but on
letter frequency. In fact, a unigram model trained
on letters (as opposed to words) with the same
PrimaryData as the models above, would in
its trained form do nothing more than spit out let-
ters randomly in proportion to their frequency in
PrimaryData. But if a letter-tokenized n-gram
model somehow were sufficiently reliable in pro-
ducing real words (as a 10-gram model trained
over letters might be), that would be evidence that
it was causally sensitive to the fact that letters
in its PrimaryData formed words, and that it
was producing derivatively meaningful tokens of
these words. In short, an n-gram trained on letters
may fail to produce referring tokens not because
it is trained on letters, but because that training
mechanism (as a matter of fact) is not causally
sensitive to the right high-level features of its
PrimaryData.

This concludes our response to the first chal-
lenge for bibliotechnism, that LLMs can produce
novel text which is apparently meaningful. We
see this as an important step forward for the ten-

ability of bibliotechnism. But we are not yet con-
vinced that the view is correct, and we now turn,
in the rest of the paper, to a new and different kind
of challenge to it: the novel reference problem.

4 Part II: A Problem for Bibliotechnism

4.1 The Novel Reference Problem
and Replies

We will illustrate the problem of novel refer-
ence with two examples. The first example in-
volves cases where LLMs would produce tokens
of names they have never seen before, intui-
tively in such a way that they refer to previously
referred-to objects. In this task, we ask an LLM
to choose any real historical figure it likes, and
then come up with a new name and tell us facts
about this historical figure (see Appendix A for
details). ChatGPT (GPT-4) completed this task
using ‘‘Marion Starlight’’, in text describing a
figure ‘‘born in the 18th century’’, who ‘‘authored
a famous pamphlet that criticized the French
monarchy’’, ‘‘played a critical role in the French
Revolution’’, ‘‘became increasingly paranoid and
was involved in the Committee of Public Safety,
which oversaw the Reign of Terror’’, and ‘‘was
arrested and executed during the Thermidorian
Reaction.’’ The tokens of ‘‘Marion Starlight’’ in
this text plausibly refer to the historical figure
Robespierre, even though, as a stipulation about
what counts as success in the task, there are no to-
kens of ‘‘Marion Starlight’’ in the data which refer
to Robespierre. If the task was performed success-
fully, the tokens of this name could not refer to
Robespierre in virtue of basic reference exhibited
by tokens of this name in the PrimaryData.

A second, more powerful example, sharpens
the problem. Here, an LLM is tasked to produce
an ASCII picture which it has never seen before,
to give elements of the picture names, and then
to describe the picture using those names. If the
LLM succeeds, then it is even clearer than in
the previous example that the reference of rele-
vant expressions could not be due to reference of
the relevant name in the PrimaryData, since
the object did not exist in this form until the
LLM created it. Insofar as LLMs have empirically
been shown to be able to generate, designate, and
manipulate elements of code-generated pictures
(Bubeck et al., 2023) and also to refer meaning-
fully to novel orientations of elements in visual
and color spaces (Patel and Pavlick, 2022), the
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ability to complete this task seems solidly within
their capabilities.

If LLMs can perform successfully as expected
in such examples, then the meaningfulness of the
tokens they produce cannot be straightforwardly
accommodated by the account of derivative mean-
ing and reference that we have given, since by
assumption no tokens of the relevant (novel)
names in PrimaryData refer to the relevant
entities.

But if bibliotechnism is correct, and these
tokens are meaningful, they must be cases of
derivative meaning, so there must be some way in
which they ‘‘piggyback’’ on basic human mean-
ing and reference. Other than PrimaryData,
which we already ruled out, there are four salient
ways that human attitudes might enter to guaran-
tee the meaningfulness of the new inscriptions.
We consider responses to the novel reference
problem based on these four possibilities below.

Human Feedback in RLHF Coelho Mollo and
Milliére (2023) claim that the RLHF step, in
which models receive human feedback that pushes
them towards desirable behaviors, is critical for
the meaningfulness of LLM GeneratedText.
Their idea is that human intentions may ground
LLM reference by ‘‘aligning’’ the LLM with hu-
man goals (Bai et al., 2022). But while RLHF
influences model capabilities, even models with-
out RLHF produce apparently meaningful text.
Since the un-RLHF-ed models plausibly produce
this text in a manner which is causally sensi-
tive to the intelligibility of their PrimaryData,
our earlier account predicts that they too can
produce meaningful text. An account which con-
siders RLHF-ed models to be radically different
in their basic referential abilities fails to deliver
this verdict, and thus fails to accommodate the
apparent meaningfulness of the text they produce.
Moreover, this limitation would plausibly also be
present in an account of novel reference which
depended centrally on RLHF, since we conjec-
ture that models which have not undergone RLHF
can perform the task sufficiently well that their
output would have an equal claim to be meaning-
ful as models which have.

Creators’ Intentions A second point at which
intentions might enter the pipeline is during the
creation of the LLM. A very precise thermometer
may produce a token reporting a temperature that

no one has ever thought about, and this token
seems to ‘‘refer’’ to this temperature. Its ability
to do this seems to derive from the creator’s gen-
eral intention at the time of construction: that any
indication using some numbers would refer to
the relevant temperature. By the same logic, one
might say that an LLM’s creators’ intentions might
be general enough to guarantee that the words it
produces would be meaningful in the relevant
language and perhaps to accommodate our cases
of novel reference. But even supposing this re-
sponse were to offer an explanation of the ca-
pacity for novel reference in some LLMs, it is
not sufficiently general to accommodate our judg-
ments about all relevant models. LLMs can be
created for different reasons: If the ‘‘same’’ LLM
was created by Team A for the purpose of mea-
suring sentence probabilities for use in a down-
stream application, and by Team B for use as a
chatbot, it seems odd to conclude (as the present
response requires) that only the second of these
generates meaningful text in our cases.

Intentions in Generating the Prompt A third
point at which human intentions might enter the
production process is through the user. Perhaps
in our particular prompts involving novel refer-
ence, the user has an intention that whatever
name the LLM produces (e.g., ‘‘Marion Star-
light’’) should refer to the person best described
by the surrounding text (or to the aspect of the
diagram best described by this text). On this view,
the tokens produced by the LLM are only mean-
ingful in virtue of the user’s attitudes. Whether or
not this approach succeeds for actual LLMs to-
day, it again does not make correct predictions in
relevantly similar cases. Suppose that we initiate a
process in which an LLM is provided with random
prompts (perhaps prompts generated by a unigram
model), with no intentions about the meaningful-
ness of any generated text. Suppose moreover that
by chance a model is fed our prompt asking for
a story featuring a new name for a historical fig-
ure. If the LLM produced the responses described
above, it still seems to us that it would produce
tokens which refer to Robespierre or to aspects
of the relevant diagram. But this reference could
not be due to the intentions of the creator of the
prompt, since by assumption there is no user that
has intentions.

Reader’s Intentions A fourth and final place
where human intentions might enter the picture
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is through the reader of the text (who might
not be the creator of the prompt). In this vein,
Cappelen and Dever (2021, Ch. 4) develop an
interpreter-focused ‘‘metametasemantics’’ accord-
ing to which tokens can count as meaningful in
virtue of how readers would understand them.
We consider this response the most promising op-
tion for bibliotechnists who take LLM-produced
novel name-tokens to be meaningful.

But there is a serious problem for the response
as it stands. A beachgoing bardolator might write
a token of ‘‘Shakespeare was born in 1564’’ in
the sand, in a manner that would appear visually
exactly the same as a token of this string produced
by the wind. Intuitively, the first token would
be meaningful, while the second would not. But
a simplistic interpreter-focused approach cannot
respect this judgment; it predicts that one token
is meaningful if and only if the other is.

The more sophisticated approach developed by
Cappelen and Dever handles this case, by requir-
ing that our attribution of meaning maximize the
knowledge of the interpreter. Since the wind’s
writing is too random to confer knowledge, they
presumably would not say that the wind-produced
token is meaningful. But their approach still can-
not handle related examples. For instance, if a
frog evolved to reliably croak only on nights prior
to rain in a way that sounds like ‘‘rain’’ to En-
glish speakers, the frog’s ‘‘utterance’’ would in-
tuitively not have linguistic meaning. Still, an
interpreter could use it to acquire knowledge of
the next day’s weather, so Cappelen and Dever’s
account would appear to predict that it has lin-
guistic meaning.

Receiver-focused theories offer a liberal ac-
count of when tokens are meaningful. This
liberality allows them to accommodate novel ref-
erence by LLMs. But it also prevents them from
distinguishing between tokens produced by hu-
mans, and those produced by the wind (or frogs).
The challenge for such theories is to eliminate
the prediction that wind-produced tokens are
meaningful without eliminating the prediction that
LLM-produced tokens are. We certainly have not
shown that it is impossible to meet this challenge.
But more work will be required to show that it can
be met.

4.2 Interpretationism and Attitudes
How might the problem of novel reference relate
to the broader question of whether LLMs have

attitudes? In this section, we first introduce in-
terpretationism, then consider its application to
LLMs, and close by describing how it solves the
novel reference problem.

4.2.1 Interpretationism
How do attitudes like belief, desire, and intention
fit into explanations of human behavior? Human
behavior can be explained and predicted at the
microphysical level by the laws of physics. But
this fact does not mean that beliefs, desires, and
intentions are not also useful in explaining and
predicting behavior. These descriptions are not as
informative as complete microphysical descrip-
tions. But they are still good explanations: They
are efficient tools for making high-level predic-
tions about future behavior, without significant
loss of accuracy.

According to interpretationism in the philoso-
phy of mind and cognitive science (e.g., Dennett,
1971; Davidson, 1973, 1986; Dennett, 1989), a
system has beliefs, desires, and intentions if and
only if its behavior is well explained by the hy-
pothesis that it has those attitudes. Along these
lines, McCarthy (1979) writes that such attitudes
are: ‘‘legitimate when such an ascription expresses
the same information about the machine that it ex-
presses about a person’’ and ‘‘useful when the
ascription helps us understand the structure of the
machine, its past or future behavior, or how to
repair or improve it.’’

We will focus on three criteria for what makes
behavior ‘‘well explained’’ by some hypothesis,
in the technical sense used by interpretationists:
(i) accuracy: that the hypothesis makes suffi-
ciently accurate predictions; (ii) power: that the
hypothesis makes predictions in a wide array of
independently specifiable circumstances; and (iii)
tractability: that its predictions are easy to derive.
A hypothesis well explains some behavior if it
does sufficiently well in these three categories
taken together, where what counts as ‘‘sufficiently
well’’ may depend on how it compares with alter-
native explanations.

To illustrate: An explanation of an apple’s fall
in terms of its desire to fall to the ground is trac-
table, but not predictively powerful, since there is
no independent specification of when it ‘‘wants’’
to fall to the ground (and, if there were, exploit-
ing it would often lead to inaccurate predictions).
By comparison, an explanation of the apple’s fall
in terms of gravity is less tractable, but is much
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more predictively powerful and accurate. People
are quite different from apples. An explanation
of a person’s buying of a cup of coffee in terms
of their desire for coffee, along with their belief
that buying it is the best way to get it, is tractable
and makes predictions in independently specifi-
able circumstances. We can predict that the per-
son will not want more coffee after having a lot,
that they may want coffee again the next day, and
so on. Even though this theory is less accurate and
less powerful than one which fully explains the
human’s behavior in terms of cellular biology or
atomic physics, it makes up for these losses by
enormous gains in tractability. To predict whether
a friend will want coffee, atomic physics is simply
not a practical tool. In light of these facts, inter-
pretationists hold that the behavior of people but
not the behavior of apples is well explained by
the hypothesis that they have beliefs, desires, and
intentions. So interpretationism correctly predicts
that the former, but not the latter, actually have
such attitudes.

Interpretationists hold that people can be mis-
taken about whether an explanation is in fact a
good one. An ancient thinker may have believed
that the fall of an apple was well explained by
its desire to fall. But interpretationists hold that
this was not a good explanation, in spite of what
this ancient thinker thought. Similarly, if ELIZA
passed the Turing Test in an hour-long conver-
sation with a person, the person might claim that
the best explanation of their interlocutor’s behav-
ior was that it has beliefs, desires, and intentions.
But they would be wrong. An explanation of
ELIZA’s behavior in terms of its being a lookup
table is more accurate and powerful (predicting
various mistakes and failures) than the hypothesis
that ELIZA has beliefs, desires, and intentions.
Interpretationists will say that, notwithstanding
what the person thought, ELIZA’s behavior is not
well-explained by the hypothesis that it has atti-
tudes, and, thus, conclude that ELIZA does not
have them.

Most of human physiology and even some
human behavior is not well-explained by our be-
liefs, desires, and intentions: shivering, digesting,
speech errors, and invented memories. Each of
these behaviors can be well explained in deeper,
biological terms. But explanations using attitudes
either don’t apply (shivering, digesting), or give
the wrong result (speech errors, invented memo-
ries). Still, these cases do not show that people do

not have attitudes. As long as the relevant part of
our behavior is sufficiently well explained by this
hypothesis (allowing some inaccuracy, but not too
much), interpretationists will still say that people
do in fact have beliefs, desires, and intentions.

There is no universally accepted philosophi-
cal theory of the nature of belief, desire, and
intention. Certainly, not all philosophers accept
interpretationism (for a survey of alternatives see
Schwitzgebel, 2023). But the view has important
attractions. Ancient people reasonably and cor-
rectly attributed beliefs, desires, and intentions to
one another in spite of mistaken beliefs about hu-
man biology. Plausibly, an alien species with en-
tirely different internal architecture, but outwardly
similar behavior, could have beliefs, desires, and
intentions. Interpretationism makes sense of these
intuitive data, by understanding attitudes in terms
of patterns of behavior, not in terms of the details
of internal architecture.

4.2.2 Interpretationism and LLMs
Interpretationism is of interest in the present con-
text because some interpretationists will think that
there is already a case to be made that LLMs have
beliefs, desires, and intentions. LLMs have shown
(imperfect) success in: solving math word prob-
lems (Lewkowycz et al., 2022), keeping track of
entities (Kim and Schuster, 2023), and reason-
ing about social situations (Trott et al., 2023). In
these cases, an explanation in terms of their being
next-word predictors may be accurate, but it is
not particularly tractable. A far more tractable, but
still mostly accurate and powerful explanation of
these behaviors can be given on the assumption
that LLMs have beliefs, desires, and intentions—
even while recognizing that LLM performance
is imperfect and/or un-humanlike in each case.
So interpretationists may hold that there is an
independent case that LLM behavior is ‘‘well
explained’’ (in the technical sense) by the hy-
pothesis that LLMs have attitudes, and thus,
given their distinctive view of these attitudes,
that LLMs do have them.

Of course, not all LLM behavior is well ex-
plained by the hypothesis that they have beliefs,
desires, and intentions. Models are sometimes
‘‘right for the wrong reasons’’ (McCoy et al.,
2019) and might, say, perform a logical entail-
ment task by detecting spurious statistical cor-
relations in training. They are often inconsistent
in their beliefs (Hase et al., 2023) or knowledge
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(Elazar et al., 2021). In such cases, just as we
explain human shivers or speech errors using bi-
ology or neuroscience, we may explain LLM be-
havior by referring to features of their Primary
Data and their training objectives. But the need
for such explanations in these cases is compat-
ible with relevant LLM behavior being overall
well explained by the hypothesis that they have
attitudes, just as the need for physiological ex-
planations of some human behavior is compatible
with our behavior being overall well explained
by our having beliefs, desires, and intentions.

Might interpretationists moved by these ar-
guments be wrong about whether the relevant
explanations are good ones, just like past thinkers
who ascribed intentions to apples? There is a case
to be made that they are not. Even if we do not
yet know all the details, we do know what form
a full explanation of LLM behavior will take. In
particular, we know that this full explanation will
not be particularly tractable. If we input text to an
LLM telling it that Lu is a professor of French his-
tory and then ask it to list features of Lu, it might
tell us that Lu is a human, does research, teaches
students, holds office hours, and reads French.
One (correct) explanation for this behavior would
appeal to its training data, its word-prediction ob-
jective, and the fact that it learned a set of internal
weights that, given the co-occurrence of words in
its training data, cause it to output these sentences.
A much more tractable explanation, which still
accurately predicts much of the relevant behavior,
is that the model believes that Lu is a French
history professor and has certain general beliefs
about French history professors.

The explanatory value of the hypothesis that
LLMs have beliefs differs markedly from the
explanatory value of this hypothesis as applied
to earlier models like n-grams. With n-grams, it
was possible to have well-developed intuition for
why a particular token was generated at a par-
ticular time. But even as methods in LLM inter-
pretability improve, these techniques do not yield
similarly tractable explanations. They typically
involve training complex models (e.g., Lakretz
et al., 2019; Belinkov, 2022; Wu et al., 2024) and
have a status similar to scientific explanations of
human behavior from neuroscience or even atomic
physics. Just as deeper scientific understanding
of the brain will not undermine interpretation-
ists’ view that humans have beliefs, desires, and
intentions, neither should we expect improved

interpretability to undermine the interpretationist
case for attitudes in LLMs.

Explanations in terms of beliefs can be good
ones even when LLMs hallucinate. If in response
to our prompt, a model states that Lu teaches at
Harvard, without any evidence, that is a form of
hallucination. But we still might find it useful to
attribute beliefs; for instance, beliefs could help
us predict that the LLM will generate text that
says that Lu has an office in Cambridge. If, how-
ever, the model produced radically inconsistent
responses to further questions about Lu, at some
point, the hypothesis that it has beliefs would be
so inaccurate or predictively weak that it would
no longer ‘‘well explain’’ behavior. If the model
gave such inconsistent responses in response to
every question about anything, interpretationists
would reject the claim it has any beliefs at all.
So interpretationism sees attitudes as compatible
with some hallucination and local inconsistency,
but is sensitive to their prevalence and depth. As
such, the view may be informed by ongoing work
on model consistency (e.g., Elazar et al., 2021;
Hase et al., 2023; Jang and Lukasiewicz, 2023;
Ohmer et al., 2024).

The claim that, according to some inter-
pretationists, LLMs have beliefs, desires, and
intentions, does not imply that human or superhu-
man intelligence is just around the corner. On a
wide array of philosophical views (including but
not limited to interpretationism), rabbits, spiders,
and fish have beliefs, desires, and intentions. But
few fear superintelligent sardines. Interpretation-
ism offers a distinctive view of the ontology of
belief, desire, and intention. According to interpre-
tationism, people have these attitudes not because
we are conscious or have some special ‘‘neural
correlate’’, but because enough of our behavior is
sufficiently well-explained by the hypothesis that
we have them. So the suggestion that some in-
terpretationists take LLMs to have these attitudes
does not at all require that LLMs are conscious
or sentient.

4.2.3 Attitudes and Novel Reference
Any view according to which LLMs have beliefs,
desires, and intentions, can easily explain how
LLMs produce novel reference, using standard
theories of how people produce novel reference.

It is commonly held that the introduction of
new names requires an intention. On a standard
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theory (e.g., Kripke, 1980, pp. 96–97), to introduce
a new name, a person must intend to use the
name to refer to an individual (where ‘‘refer’’ ex-
presses agent-referring that can be achieved with-
out language—for instance, by pointing). On this
theory, our first example above would require that
the LLM intend to refer to Robespierre using the
term ‘‘Marion Starlight’’, or that it intend to re-
fer to whatever ‘‘Robespierre’’ refers to (among
many other possible explanations). Similarly, our
second example would require that the LLM in-
tend to use a name to refer to an element of the
diagram it created.

Novel reference poses a problem for biblio-
technism, because the names in our cases cannot
easily be understood as instances of derivative
reference. But as this discussion illustrates, novel
reference also presents a more general challenge
for anyone who denies that LLMs have atti-
tudes: they must provide a new theory of how
names can be introduced that does not require that
the introducer have such attitudes (for a possible
start, see Jackman, 1999, 2005; de Rosset, 2020;
Haukioja, 2020; Michaelson, 2023). Interpreta-
tionists and anyone else who holds that LLMs
have beliefs, desires, and intentions do not face
this challenge; they can apply standard theories of
the introduction of names to LLMs.

If LLMs have beliefs, desires, and intentions,
the novel reference problem is simply resolved.
If LLMs do not have these attitudes, we must ei-
ther significantly change our theory of meaning or
deny the intuitive datum that new names they pro-
duce can be meaningful. So the novel reference
problem should raise our degree of confidence in
the claim that LLMs have attitudes. Interpreta-
tionism provides a simple, independently attrac-
tive theory that predicts that LLMs have attitudes.
The novel reference problem accordingly provides
some evidence that LLMs have beliefs, desires,
and intentions as these attitudes are understood by
interpretationists.

5 Conclusion

According to bibliotechnism, LLM-produced to-
kens must be derivatively meaningful, if they are
meaningful at all. Bibliotechnism faces a chal-
lenge from the fact that LLMs often produce en-
tirely novel but apparently meaningful text. We
responded to this challenge, showing how this
novel text may nevertheless be derivatively mean-

ingful. But we then described a further challenge
for the view, based on the novel reference problem.

Throughout, we assumed that bibliotechnists
would hold that LLMs transmit cultural knowl-
edge by exploiting linguistic meaning, and
hence that they would hold that at least some
LLM-generated text may have linguistic mean-
ing. But some bibliotechnists might develop the
position differently, rejecting the claim that any
such text has linguistic meaning. One way of do-
ing so would appeal to what is sometimes called
‘‘natural meaning’’. There is a sense in which
the presence of smoke ‘‘means’’ that there is fire,
and Grice (1957) called this sense of ‘‘meaning’’,
‘‘natural meaning’’ (as opposed to ‘‘non-natural
meaning’’, of the linguistic kind we have been ex-
amining). Perhaps a version of bibliotechnism can
be developed using this notion of natural meaning
instead of the notion of linguistic meaning we
have focused on. Doing so, though, would require
solving several challenges: what is the ‘‘fire’’ for
which the LLM text is ‘‘smoke’’? And how would
this account handle novel reference?

An alternative way of developing bibliotech-
nism would be to deny that the tokens produced
by LLMs are meaningful at all, even in the sense of
natural meaning (Mallory, 2023; Ostertag, 2023;
Titus, 2024). We believe the theory developed in
the first half of this paper makes this option less at-
tractive. We have argued that it is possible to make
sense of the meaningfulness of LLM-generated
text without attributing attitudes to LLMs, using
ideas already required to make sense of the mean-
ingfulness of photocopied text. The appearance of
meaningfulness in some text is not decisive evi-
dence in favor of its meaningfulness: word-shapes
written by the wind in the sand might appear to
be meaningful even though they are not. But the
appearance of meaningfulness in a body of text is
some evidence in favor of its meaningfulness. Our
version of bibliotechnism has the advantage, over
the approaches just mentioned, of respecting this
evidence.

A more attractive approach, with which we
have some sympathy, would be to endorse bib-
liotechnism and our account of the meaningful-
ness of most LLM-generated text, while rejecting
the claim that putative examples of novel refer-
ence are meaningful. This proposal represents a
further response to the novel reference problem,
which would allow bibliotechnists to preserve a
fairly simple version of their position, without the
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cost of holding that all text produced by LLMs
is meaningless. This response deserves more
detailed consideration, but it still requires deny-
ing that apparently meaningful text is in fact
meaningful.

In Part II, we focused on a different response
to the novel reference problem. According to in-
terpretationism if the behavior of a system is well
explained by the attribution of beliefs, desires,
and intentions to the system, then the system in
fact has beliefs, desires, and intentions. We sug-
gested that interpretationists will naturally take
there to be evidence that LLMs do have beliefs,
desires, and intentions. The problem of novel ref-
erence can be easily handled if LLMs have atti-
tudes, but it cannot be easily handled otherwise.
So, it provides some evidence that LLMs do have
beliefs, desires, and intentions. This evidence sup-
ports views like interpretationism which attribute
attitudes to LLMs. Interpretationism in particular
offers a ‘‘light-weight’’ understanding of such at-
titudes, according to which they do not require
special inner correlates, sentience, or conscious-
ness. And in fact, we are skeptical of views that
ascribe these properties to LLMs.

Fundamentally, LLMs are sophisticated statisti-
cal predictors. But attempting to understand their
behavior in terms of this fundamental descrip-
tion may in fact impede effectively predicting
and explaining them. High-level explanations of
complex phenomena are often more useful than
micro-scale explanations, as in statistical mechan-
ics or cognitive science (Marr, 1982). In the same
way, it may prove more illuminating to explain
LLM behavior at a higher level of abstraction,
rather than in terms of their statistical implemen-
tation. We have focused on such high-level ex-
planations from philosophy, framed in terms of
beliefs, desires, and intentions. Tools from cogni-
tive science may similarly be used to understand
LLMs at higher levels of abstraction (Mitchell
and Krakauer, 2023; Frank, 2023; Shanahan et al.,
2023). We expect such high-level approaches to
yield new and effective tools for helping us un-
derstand LLMs’ sometimes surprising mixture of
fluency and fallibility.
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