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Abstract
This paper presents a language model trained from scratch exclusively on a brand new corpus consisting of
about 6 GiB of Uruguayan newspaper text. We trained the model for 30 days on a single Nvidia P100 using
the RoBERTa-base architecture but with considerably fewer parameters than other standard RoBERTa models.
We evaluated the model on two NLP tasks and found that it outperforms BETO, the widely used Spanish BERT
pre-trained model. We also compared our model on the masked-word prediction task with two popular multilingual
BERT-based models, Multilingual BERT and XLM-RoBERTa, obtaining outstanding results on sentences from the
Uruguayan press domain. Our experiments show that training a language model on a domain-specific corpus can
significantly improve performance even when the model is smaller and was trained with significantly less data than
more standard pre-trained models.
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1. Introduction

In recent years, the Natural Language Processing
community has witnessed considerable improve-
ments in several areas – including Question An-
swering (Izacard et al., 2022; Zhang et al., 2021),
Machine Translation (Takase and Kiyono, 2021;
Liu et al., 2020a), and Sentiment Analysis (Raf-
fel et al., 2020; Yang et al., 2019) – largely due
to the advances in the pre-training methodology
and the availability of data and pre-trained models
to build upon (Jia et al., 2022; Liu et al., 2020b;
Tian et al., 2020). Even though most of these
advances have focused on English (Brown et al.,
2020; Devlin et al., 2019; Liu et al., 2019), several
efforts have considered multiple languages, includ-
ing Spanish (Cañete et al., 2020; Pérez et al., 2022;
De la Rosa et al., 2022; Xue et al., 2021; Conneau
et al., 2020).

Current approaches that employ the Spanish
language focus on pre-training on data dominated
by Spanish varieties from countries with the most
speakers or the most resources (i.e., Mexico, USA,
and Spain). For example, the corpus used for
BETO (Cañete et al., 2020; Cañete, 2019) employs
many European source texts, hinting at a strong
presence of Peninsular Spanish. Low-resource
Spanish varieties have been broadly left behind,
even when the Spanish language, like other lan-
guages, varies significantly from country to country
(and even by region) in aspects such as grammar
and vocabulary (Lipski, 2012). In addition to linguis-
tic diversity, there are culture-related aspects that
are unique to each country and region, which are
typically underrepresented in low-resource com-
munities. Such aspects are present in the training
data used by today’s pre-trained language mod-

els, albeit typically dominated by high-resource
languages.

This work compiles a corpus of Uruguayan texts
and presents models trained using this data. As
far as we are concerned, these are the first data
and general-purpose models tailored to conduct-
ing Natural Language Processing research with
Uruguayan-specific texts. The dataset features
900,000 documents obtained from four Uruguayan
news outlets with 400 million tokens in total in 6
GiB of uncompressed data. The data has been
meticulously filtered and cleaned for quality pur-
poses.

In the current context of NLP and AI, access to
computational resources has become increasingly
more difficult, especially in Global South countries.
In particular, this type of language model is sig-
nificantly resource-intensive to train. Considering
this, besides creating a model specifically tailored
to Uruguayan text, our motivation is also to create
a model that is smaller and, hence, less computa-
tionally intensive to train and use than the available
ones. Instead of fine-tuning an already pre-trained
larger model, in this work, we train our model from
scratch to tailor its size to make it appropriate for
limited-resource settings.

Another motivation for developing specific re-
sources for processing local texts, particularly
news texts, is the growing interest in their auto-
matic analysis by Uruguayan researchers in areas
such as Sociology, Economics, and Communica-
tions. We believe it is necessary to have a lan-
guage model that represents this type of text as
well as possible.

We show the quality of the data by train-
ing BERT-based models on it through abla-
tions on Uruguayan-related tasks and also by
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comparing them with other pre-trained models
such as BETO (Cañete et al., 2020), and XLM-
RoBERTa (Conneau et al., 2020). We also perform
a qualitative analysis of the knowledge captured
by such models. The dataset and the pre-trained
models are publicly available at https://huggingf
ace.co/pln-udelar/rouberta-base-uy22-cased.

2. Related Work

Several works have compiled corpora in Span-
ish for research. Cañete (2019) compiled a 3-
billion-word training corpus by combining multiple
sources, including subtitles and news stories, an
updated version of the one compiled by Cardellino
(2019). Pérez et al. (2022) collected 622 million
tweets in Spanish. Gutiérrez-Fandiño et al. (2022)
built a massive corpus of 135 billion words from the
Spanish Web Archive. Other works, such as (Wen-
zek et al., 2020; Conneau et al., 2020), have built
multilingual datasets by leveraging efforts such as
Common Crawl. As far as we are aware, our work
is the first one to build a Spanish corpus dedicated
to studying the Uruguayan variety and cultural ref-
erences in the text.

Regarding pre-trained models, there have been
efforts to build both multilingual models and
Spanish-specific ones. Several multilingual mod-
els have originally been implemented from model
architectures that had been used to train models
for English first, such as Multilingual BERT (De-
vlin et al., 2019), XLM-RoBERTa (Conneau et al.,
2020), mT5 (Xue et al., 2021), and mBART (Liu
et al., 2020b). More recently, other efforts have
focused on building multilingual large language
models, such as BLOOM (Scao et al., 2022), GPT-
4 (OpenAI, 2023) and PaLM (Chowdhery et al.,
2022). A line of work has focused on Spanish-
specific models (Cañete et al., 2020; De la Rosa
et al., 2022) and specific domains, such as RoBER-
Tuito (Pérez et al., 2022), specifically for Spanish
tweets. Unlike previous works, this paper presents
models trained on Uruguay-specific Spanish data,
which can capture its particular linguistic and cul-
tural features.

The idea of training a domain-specific LM has
been attempted in the past. Still, these generally
start from large models or are trained with signif-
icantly more data, making them computationally
intensive. Some existing domain-specific LMs are
created by fine-tuning a general language model
(e.g. BioBERT, Lee et al. (2019), FinBERT, Araci
(2019); MatSciBERT, Gupta et al. (2022)), or are
trained from scratch as our model, but using a
larger corpus (e.g. SciBERT, Beltagy et al. (2019);
RoBERTuito, Pérez et al. (2022)). In this work, our
main goal was to obtain good performance with a
model significantly smaller than that of the usual

language models, trained on a relatively small data
set, and with shorter training times due to limi-
tations in computational resources. So, we are
testing not only the usefulness of having a domain-
specific model but also the performance of a small
model trained with few resources. Verifying the
usefulness of such a model is notoriously relevant
for us since we usually work in both model training
and inference in low-resource contexts.

3. A Uruguayan News Corpus

We scraped four of some of the most important
media outlets in Uruguay: El Observador, El País,
Montevideo Portal, and La Diaria. The first three
were scraped from the Internet, while the latter pro-
vided us with their articles. For every article, we
retrieved the main text (i.e., the article’s body) and
some potentially useful metadata such as the URL,
date, category, title, keywords, and a front picture
or cover (if any). After one month of scraping (car-
ried out between November and December 2022),
we collected more than 6 GiB of uncompressed
data, with articles spanning from the early 2000s
up to December 2022. We call our new corpus
UY22. Table 1 shows the distribution of articles for
each website.

We conducted a data quality assurance process
based on stripping the HTML tags, trimming and
removing duplicate whitespaces, the normaliza-
tion of strange characters using the Unidecode
Python library, the removal of emojis, and con-
verting the links into the string “<link>”. We also
deleted any article with fewer than sixteen words.
We split the texts by document and split them into
sentences. We refer interested readers to a more
in-depth explanation of the scraping and prepro-
cessing phases of this corpus to this project reposi-
tory1. We made the raw and clean versions publicly
available (the latter is about 4 GiB uncompressed).

4. ROUBERTa: a Uruguayan LM

We employ a RoBERTA-base (Liu et al., 2019)
architecture and train it on the clean version of
our data using HuggingFace’s Transformers li-
brary (Wolf et al., 2019). We use a BPE (Sennrich
et al., 2016) tokenizer with a vocabulary size of
30,000 tokens. The model is trained for 30 days
on ClusterUY (Nesmachnow and Iturriaga, 2019)
with one NVIDIA P100 (12 GiB) for about 6 million
steps using RoBERTa’s training objective (Masked
Language Modeling – cross-entropy loss on the
prediction of a masked token, where each token
has a 15% masking probability). We show in Fig-
ure 1 the training loss curve we obtained. We

1https://gitlab.fing.edu.uy/uy22/uy22

https://huggingface.co/pln-udelar/rouberta-base-uy22-cased
https://huggingface.co/pln-udelar/rouberta-base-uy22-cased
https://gitlab.fing.edu.uy/uy22/uy22
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Name Website # Articles # Words From To Share

El Observador elobservador.com.uy 314,821 150,007,925 2011 2022 37%
El País elpais.com.uy 147,004 92,605,424 2013 2022 23%

Montevideo Portal montevideo.com.uy 433,244 145,422,666 2000 2022 36%
La Diaria ladiaria.com.uy 20,000 14,079,916 2009 2021 4%

Table 1: UY22 corpus statistics. The share of each website is computed based on the number of words.

Figure 1: Loss curve for the cased variant of our
model with an exponential moving average smooth-
ing value of 0.6. The x-axis shows the number of
training steps. The y-axis shows the loss. The
color change shows when we restarted the train-
ing with a smaller max context length and a larger
batch size.

trained for this number of steps due to our limited
computational resources and the fact that the loss
value was still converging. We chose to train the
model from scratch instead of fine-tuning a more
general pre-trained model for Spanish, seeking to
obtain a model of an appropriate size for use with
medium-end computers.

We note a loss spike between 5M and 6M train-
ing steps. This could be due to multiple rea-
sons (Takase et al., 2023; Wortsman et al., 2024),
including a large amount of consecutive bad-quality
data (Soldaini et al., 2024), a large beta2 parame-
ter when using Adam, or a very high learning rate
for the batch size we employed. However, we still
need to conduct further analyses to understand
what is happening in this case.

Figure 2 shows the performance of the model
on a Sentiment Analysis task (see Section 5 for
details) at different moments during training. We
employed a Dynamic Masked Language Modelling
task, following Liu et al. (2019). Most hyperpa-
rameter values were similar to those used to train
RoBERTa, including a max sequence length of 384.
However, to cope with GPU memory limitations, we
decided to stop it early during training and continue
with a batch size of 32 and a max sequence length
of 128 (plus two for the special tokens). The learn-
ing rate started from 1e-4 and was linearly decayed
during training.
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Figure 2: Performance of the cased variant of the
model on a Sentiment Analysis task concerning
the number of training steps.

The model is named ROUBERTa (after
ROU-based RoBERTa, where ROU stands for
“República Oriental del Uruguay” – the target coun-
try’s full name in its native language). We train
both cased and uncased variants for our model,
although, as we will see in Section 6, the cased
variant generally has better results.

5. General Evaluation

This section and the following present the evalua-
tion of our model. This first section will compare
only the best-performing model against external
baselines. At the same time, in Section 6, we
present a deeper evaluation of some interesting
cases with examples, and we show ablation tests
to see how our design choices affected the model’s
performance.

We evaluate our model on two in-domain tasks:
Question Answering and Sentiment Analysis on
Uruguayan news articles. We perform the exper-
iments for our cased model and compare it with
two strong baselines for Spanish: the BETO and
XLM-Roberta models, using the cased versions
of the models in all cases. We describe the two
benchmarks hereafter.

Sentiment Analysis The first benchmark is a
sentiment analysis dataset (Dufort y Álvarez et al.,
2016), which is composed of a collection of short
spans of text that contain an opinion (i.e., a state-
ment by some actor about some topic) and its senti-
ment polarity in one of three classes (“POS”, “NEG”
and “NEU”). The dataset contains 1261 examples
and was split into 80% for training and 20% for

https://www.elobservador.com.uy/
https://www.elpais.com.uy/
https://www.montevideo.com.uy/
https://ladiaria.com.uy/
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Sentiment Analysis Question Answering
Model Accuracy EM F1

XLM-RoBERTa 73.4 26.8 36.4
BETO 74.6 24.6 29.4

ROUBERTa 75.0 28.1 32.3

Table 2: Results of the main experiments.

testing. The model was fine-tuned for 6 epochs
with a learning rate of 1e-5.

Question Answering The second benchmark
is the QuALES question answering task (Rosá
et al., 2022), which contains questions from
Uruguayan news articles about the COVID-19
pandemic. All articles, questions, and answers are
in Spanish. The QuALES dataset is rather small
compared to other QA datasets, containing around
3,600 question-answer pairs (for comparison,
SQuAD (Rajpurkar et al., 2016) has more than
100,000), and only 1,000 of those comprise the
training set. The dataset format is similar to
SQuAD’s, which enabled us to experiment with a
widely used strategy for Question Answering tasks,
starting from a pre-trained BERT-based model
and fine-tuning with SQuAD data. In this case,
we swapped the SQuAD data with the QuALES
data and used the following models as starting
points: BETO (bert-base-spanish-wwm-cased),
XLM-Roberta (xlm-roberta-base), and our
ROUBERTa-base-cased. We fine-tuned the
models for 3 epochs with a batch size of 16 and a
max context length of 384. The learning rate was
2e-5, and the weight decay was 0.01. We employ
the evaluation metrics Exact Match and F1.

Table 2 shows the results for both experiments.
The ROUBERTa_cased model outperforms the
other baselines for the sentiment analysis task
and the exact match metric of the QA task while
getting a solid second place considering the F1
metric of the QA task. In this second task,
ROUBERTa_cased performs slightly better than
BETO and outperforms XLM-RoBERTa by almost
two points. However, in the QA task, ROU-
BERTa_cased only outperforms XLM-RoBERTa in
the Exact Match metric and outperforms BETO in
both analyzed metrics. Overall, we can say that our
model achieves a more even performance, always
within the top ranks among the three compared
models. It is worth mentioning that XLM-RoBERTa
was chosen for these experiments instead of com-
paring us with a Spanish version of RoBERTa,
based on the results of the original QuALES com-
petition (Rosá et al., 2022), in which the top per-
forming systems used XLM-RoBERTa.

ID Source # Masked
Sentences

XLM-
RoBERTa BETO ROUBERTa

text01 La Diaria
06/21/2023 533 151 160 219

text02 La Diaria
06/21/2023 170 54 42 70

text03
Montevideo

Portal
06/22/2023

235 63 75 123

text04
Montevideo

Portal
06/08/2023

245 78 95 114

text05 Búsqueda
07/06/2023 335 98 107 151

text06 La Diaria
02/28/2024 304 77 66 112

text07
Montevideo

Portal
02/20/2024

546 116 96 193

Total 2368 637 (27%) 641 (27%) 982 (42%)

Table 3: Evaluation based on the word-masking
task. For each model, we show the number of
masked words that were correctly predicted. The
dates are in mm/dd/yyyy format.

6. Ablation Study

In this section, we perform an empirical justification
of the decisions we have made to build our corpus
and train our models.

6.1. Predicting Words in Unseen Texts

We are interested in inquiring if the trained model
captures aspects of the Uruguayan culture. We
evaluate our model and others on a masking
task using five recent texts from three different
Uruguayan media outlets. The objective is to eval-
uate whether the model captures country-specific
information such as names of public people, lo-
cations, organizations, and the style of the local
press. We analyze examples where the masked
words contain such information, and, as we will
show, our model tends to perform better than gen-
eral models. In the following analysis, we include
some examples to illustrate this behavior.

Note that the model has not seen any text em-
ployed in this evaluation since they belong to more
recent news articles than the training data. Fur-
thermore, one of the media outlets employed here,
Búsqueda2, is not part of the four media outlets
used by our training data. Consequently, this eval-
uation measures the generalization capacity of our

2busqueda.com.uy

https://www.busqueda.com.uy/home
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trained model on unseen in-domain data. The texts
were selected based on different criteria. Some
texts are about usual topics in the local press:
text03 is about judicial issues, text05 is about in-
security, and texts 06 and 07 are about Carnival,
a popular cultural activity in Uruguay. Other texts
are about current topics that are not frequent in the
country: text01, text02, and text04 are about a se-
vere drought that caused issues with the drinking
water distribution in 2023.

To carry out this evaluation, we proceed as fol-
lows. For each text ti and each sentence sij ,
we generate different versions of the sentence
by masking each word with more than four let-
ters. Except for the masked word, each new sen-
tence is the same as sij . By these means, we
obtain an extended set of sentences for each text,
ExtSenti, where each original sentence sij has
multiple versions, one for each masked word. Then,
for each sentence in ExtSenti, we obtain can-
didates for each masked word, using our model
ROUBerta_cased, and three other strong models:
BETO (Cañete et al., 2020), trained specifically for
Spanish3; multilingual BERT (Devlin et al., 2019)4,
and the multilingual model XLM-RoBERTa (Con-
neau et al., 2020)5. Table 3 shows the results of
this evaluation, except for multilingual BERT, which
performed significantly worse than the rest of the
models and was therefore not included in the table.
As shown in the table, our model, trained exclu-
sively with Uruguayan press texts, gives the best
results for the five evaluated texts. It correctly pre-
dicts the masked word with a 42% top-1 accuracy,
which is a high gap compared to the 27% accuracy
obtained by the other models.

Analyzing the results, we observe some inter-
esting examples. In texts about current topics not
usually found in the press, such as the drought suf-
fered this year, proper nouns related to our country
are correctly predicted by our model, such as the
name of the capital of Uruguay in the following ex-
ample: Es decir, el agua que sale por las canillas,
sale con gusto salado, al menos en <mask> y el
área metropolitana. || That is, the water that comes
out of the taps, comes out tasting salty, at least in
<mask> and the metropolitan area.
Predictions
ROUBERTa: Montevideo
BETO: México
XLM-RoBERTa: Bogotá

On the other hand, the style of the texts also
seems to have been captured by our model, as
shown in the following example, where it correctly

3https://huggingface.co/dccuchile/bert-base-s
panish-wwm-cased

4https://huggingface.co/bert-base-multilingua
l-cased

5https://huggingface.co/xlm-roberta-large

predicts a verb form very usual in the local press:
Luego de que radio Universal <mask> sobre la
adjudicación de una vivienda bajo la modalidad de
alquiler con opción a compra a una militante de
Cabildo Abierto (CA) sin pasar por sorteo || After
radio Universal <mask> about the awarding of a
house under the rent-to-buy modality to a Cabildo
Abierto (CA) militant without going through a raffle
Predictions
ROUBERTa: informara
BETO: ##a
XLM-RoBERTa: informó

It can also be seen that our model incorporated
the lexical preferences of the local press, as seen in
the following example: Así lo anunció la titular de la
<mask>, Karina Rando, este jueves en conferencia
de prensa. || This was announced by the head of
the <mask>, Karina Rando, this Thursday at a
press conference.
Predictions
ROUBERTa: cartera
BETO: cadena
XLM-RoBERTa: entidad

Finally, for the Carnival theme, our model cor-
rectly predicts the word murga, which is a typi-
cal artistic expression of the Uruguayan carnival:
Desde que el Carnaval volvió tras la pandemia,
solo una <mask> obtuvo el primer premio y fue
Asaltantes con Patente. || Since Carnival returned
after the pandemic, only one <mask> won first
prize and that was Asaltantes con Patente.
Predictions
ROUBERTa: murga
BETO: persona
XLM-RoBERTa: empresa

6.2. Is the Uruguayan Data Necessary?

To study the effect of using Uruguayan-specific
data compared to a general-Spanish dataset, we
trained a new RoBERTa (Liu et al., 2019) model
with the corpus used for training BETO (Cañete
et al., 2020; Cañete, 2019). RoBERTa models,
ours, and the one trained with the BETO corpus
were fine-tuned for the Sentiment Analysis task on
Uruguayan news, following the steps described in
Section 5. Table 4 shows the performance of both
models on this task. We can see that our model
achieves better results than the one trained with
the BETO corpus, even when the latter is five times
larger.

6.3. Whole-Word Masking

We consider the model’s performance when using
the whole-word masking technique introduced in
BERT (Devlin et al., 2019) code repository. For
this evaluation, we consider the same sentiment
analysis. Table 5 shows the results. Not employing

https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased
https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased
https://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/xlm-roberta-large
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Training data Size (GiB) Acc.

BETO’s (Cañete, 2019) 20 65.0
UY22 (ours) 4 68.6

Table 4: The model’s performance on a Sentiment
Analysis task when varying the training data. The
uncased variant is employed.

Whole-word masking Accuracy

Yes 35.0
No 68.6

Table 5: The model’s performance on a Sentiment
Analysis task when using the whole-word masking
technique. The uncased variant is employed.

whole-word masking proved to be superior in our
case, which is, on the one hand, inconsistent with
BERT experiments but, on the other hand, consis-
tent with what was reported by Dai et al. (2022).

6.4. Case Sensitivity

We study the effect of case sensitivity in the tok-
enization. These refer to the cased and uncased
variants of the model. We present the results in Ta-
ble 6. Similarly to other works, such as BERT (De-
vlin et al., 2019), the cased variant performs better
than the uncased one.

7. Conclusion

In this work, we present a dataset specific to
Uruguayan Spanish based on news articles and
RoBERTa-based models pre-trained on it. We
demonstrate the value of our new corpus and
the pre-trained models through quantitative and
qualitative evaluations employing Uruguayan-news-
based tasks. We make both publicly available and
hope to enable further research on Uruguayan Nat-
ural Language Processing. At the same time, we
encourage other community members to replicate
our efforts on other Spanish language varieties.

Our model performs better for the analyzed
tasks, but most importantly, it did so using a smaller
context length, a smaller corpus, and less GPU
VRAM than usual. This shows that it is possible to
achieve competitive metrics using fewer resources
and smaller models. When comparing our results

Variant Accuracy

Uncased 68.6
Cased 75.0

Table 6: The model’s performance on a Sentiment
Analysis task when varying the case sensitivity.

with the ones reported by (Agerri and Agirre, 2023),
we observe our model was trained with a corpus
significantly smaller than those considered in that
paper and with a much smaller parameter count.
Despite this consideration, our model achieves bet-
ter results than others, particularly when compared
to XLM-RoBERTa (except in F1 for the QA task
presented in Section 5), which was the best model
in the mentioned work. This is particularly relevant
to researchers in this region, where we usually
work in low-resource contexts for model training
and subsequent use.

The most important takeaway from this work
is that we built a much smaller language model,
trained on much less data and requiring much less
computational power, and that still keeps up or out-
performs other baselines for relevant tasks. This
is essential in research labs with limited access to
computational resources.

Ethics Statement

Even if we employed a small model, which requires
considerably less power than larger models like
RoBERTa, language model training typically re-
quires significant energy consumption. However,
the carbon footprint associated with our model’s
training was at least partially reduced given that we
employed ClusterUY’s infrastructure, which during
the time of our experiments used more than 90%
renewable energy sources6. Still, further analysis
is needed to measure how big the impact is.
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