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Message from the Program Chairs

This volume includes the papers that were presented at the Second International Workshop
Towards Digital Language Equality (TDLE): Focusing on Sustainability, co-located with the
2024 Joint International Conference on Computational Linguistics, Language Resources and
Evaluation (LREC-COLING 2024) in Turin, Italy, on 25 May 2024. The event was a follow-up
to the first Workshop Towards Digital Language Equality (TDLE), held at the previous LREC
Conference in Marseille (France) in June 2022.

We were very pleased with the continued interest in this workshop series from a broad and
diverse community of developers, creators, vendors, distributors, brokers, users, evaluators
and researchers of Language Resources and Technologies (LRTs) in various (combinations of)
languages. Encouraged by this support as well as by the increasing body of work, research,
publications, projects and initiatives, we are continuing our efforts dating back several years
to promote Digital Language Equality, focusing this time on the crucial issue of sustainability.
We believe that this is of great importance and interest to scholars and researchers, industry
and commercial players, decision- and policy-makers at various local, regional, national and
supranational levels, as well as to the broader public, at a time of unprecedented and fast-paced
technological progress, especially in terms of language-centric applications and tools powered
by artificial intelligence (AI).

Following a thorough peer-review process, six papers were eventually accepted for presentation
at the workshop. The sequence of the papers gathered in these proceedings follows the
rationale of going from the broad to the particular, with the first three contributions discussing
various aspects and challenges of the ambitious path towards Digital Language Equality, and
the remaining three papers focusing on a range of issues having to do with sustainability.

We are very grateful to the authors who submitted their paper proposals for review to the
workshop – unfortunately, due to time constraints, it was not possible to accept all of them
for presentation and inclusion in the proceedings. Many thanks are due to the Organizing
Committee for generously contributing to the successful preparation and running of the
workshop, and to the Programme Committee members for sharing their valuable expertise by
providing comprehensive and helpful reviews of the submissions that were received. Finally,
our heartfelt thanks to the evaluation committee of the general International LREC-COLING
2024 Conference for accepting this workshop as a co-located event, thus recognizing the
importance and value to the community of striving for Digital Language Equality and of promoting
sustainability with regard to LRTs.
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Abstract
Many of the world’s languages are left behind when it comes to Language Technology applications, since most
of these are available only in a limited number of languages, creating a digital divide that affects millions of
users worldwide. It is crucial, therefore, to monitor and quantify the progress of technology support for individual
languages, which also enables comparisons across language communities. In this way, efforts can be directed
towards reducing language barriers, promoting economic and social inclusion, and ensuring that all citizens can
use their preferred language(s) in the digital age. This paper critically reviews and compares recent quantitative
approaches to measuring technology support for languages. Despite using different approaches and methodologies,
the findings of all analysed articles demonstrate the unequal distribution of technology support and emphasise the
existence of a digital divide among languages.

Keywords: Less-Resourced/Endangered Languages, Language Resources and Technologies, Projects/Policy
issues, Quantitative Evaluation Methodologies

1. Introduction

The field of Language Technology (LT) and Nat-
ural Language Processing (NLP) has seen huge
progress recently. Cutting-edge technology is inte-
grated into our daily lives more and more and used
by hundreds of millions of people on a regular ba-
sis. Still, many applications are able to handle only
a fraction of the approximately 7,000 languages,
excluding a large number of potential users.

The ability to monitor the progress of technol-
ogy support, and to make comparisons across
languages, is essential to encourage further de-
velopment for languages that are lagging behind
the so-called ‘major’ languages. This is partic-
ularly pertinent in multilingual societies all over
the world, where members of language commu-
nities poorly supported by technologies face eco-
nomic, cultural and social disadvantages due to
language barriers; without dedicated intervention,
this situation is bound to become worse, eventually
leading to digital language extinction of many low-
resource languages, while speakers of the ‘major’
languages benefit from unprecedented, increas-
ing international connectivity and all related advan-
tages (Rehm and Uszkoreit, 2012; Kornai, 2013;
Daly et al., 2023).

To obtain a realistic picture of the state of digital
readiness of the world’s languages, reliable indica-
tors and agreed upon methods are needed to mea-
sure the level of technology support. The earliest
investigations examining various languages in this
regard found indicative evidence through qualita-
tive methods, most notably the META-NET White

Papers in 2012. Since then, and especially with
the wide-scale adoption of neural methods, the
field has made various breakthroughs.

Several quantitative approaches have recently
been proposed to map what is happening in this
space, usually with a view to tackling the observed
inequalities by encouraging the LT/NLP commu-
nity to address the identified gaps and shortcom-
ings. However, these endeavours suffer from a
lack of agreed upon methods of analysing the cur-
rent state of affairs, so that comparisons across
studies are essentially impossible. There are dif-
ferences in the data analysed, a diverse range of
concepts used, and different measures employed.
This reflects not only a lack of agreement within
the community, but also the possible different per-
spectives on the topic.

This paper analyses and compares recent ap-
proaches proposed to quantitatively measure the
level of technology support of languages, based
on a systematic review, following the PRISMA
2020 approach. This work aims at deepening our
understanding of the many possible factors influ-
encing the development of Language Resources
and Technologies (LRTs) for different language
communities and to provide a sound base for fur-
ther examinations of consequences and solutions.
Our results show that despite the heterogeneity of
the approaches, the measures concerning LRTs
can be differentiated between measures of quan-
tity (how many LRTs are available?) and quality
(how good are existing LRTs?). Most approaches
consider socio-economic factors and examine de-
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pendencies on research and the broader economy.
All surveyed studies demonstrate an unequal dis-
tribution of technology support, proving the exis-
tence of a digital divide.

Section 2 of this paper summarises related work.
Sections 3 and 4 describe the methodology and
the articles that were analysed and compared as
part of this systematic review. The results are pre-
sented in Section 5, while Section 6 discusses se-
lected aspects in more detail and Section 7 con-
cludes the paper.

2. Related Work

Language death is a threat to many small commu-
nities. Bromham et al. (2021) examine the effects
of a range of demographic and socio-economic
aspects on the use and status of the world’s lan-
guages, and conclude that language diversity is
endangered since half of the languages are at risk
of extinction. This trend also applies in the digi-
tal sphere. The vitality analysis by Kornai (2013)
shows that at least 2,500 languages are consid-
ered to be endangered.

The preservation of languages is a key goal of fu-
ture LRT development (Rehm and Uszkoreit, 2012;
Meighan, 2021; Daly et al., 2023). Many publi-
cations advocate for implementing ethical princi-
ples such as equity or equality, fairness, and di-
versity for languages in the digital realm (Carew
et al., 2015; Soria, 2017; Bender and Friedman,
2018; Birhane, 2021; Choudhury and Deshpande,
2021; Ramesh et al., 2023; Rehm and Way, 2023).
With regard to the development of LRTs, the fo-
cus should shift from optimising performance to
a more holistic, human-centred perspective in or-
der to serve all user communities (Ethayarajh and
Jurafsky, 2020). Emerging technologies are used
by all kinds of language communities around the
globe, from small to large, as well as in traditionally
oral contexts or deaf communities (Prasad et al.,
2018; van Esch et al., 2019). Focusing on primar-
ily oral languages, Bird (2022) argues that a shift
is required which builds on the participation of lo-
cal communities to identify new opportunities for
LRTs in low-resource scenarios, abandoning the
assumption that all languages can be served by
the same technologies.

Krauwer (2003) provided one of the first calls
for action towards more emphasis on under-
resourced languages. Subsequent qualitative
analyses of the technology support of languages
continued to indicate a trend towards a digital di-
vide between a few dominant and widely-used lan-
guages and many other languages, which are far
less supported (or not at all), often spoken by
smaller language communities (Yin et al., 2021;
Khanuja et al., 2023). In addition to the linguis-

tic bias, Helm et al. (2023) talk about a techno-
linguistic or ‘design’ bias (Santy et al., 2023), which
is expressed through the inability of systems to
adapt to the knowledge systems of non-Western
language communities.

More recent research focuses on “digitally-
disadvantaged languages”. Corresponding lan-
guage communities encounter the following three
main challenges because of missing LRT support:
“1. gaps in equitable access; 2. digital tools that
negatively impact the integrity of their languages,
scripts and writing systems, and knowledge sys-
tems; and 3. vulnerability to harm through digi-
tal surveillance and under-moderation of language
content” (Zaugg et al., 2022, pp. 2–3).

The articles analysed in this work provide data-
driven evidence for the current situation. They in-
dicate which languages need further financial sup-
port and research efforts to be able to mitigate cur-
rent inequalities and biases within LRTs.

3. Methodology

In order to analyse and compare the approaches
used to measure the level of technology support,
we conducted a systematic review of articles, with
a view to pointing out common and unique features
as well as shortcomings that require further investi-
gation. We followed the PRISMA 2020 statement,
which includes a checklist of items for systematic
reviews emphasising transparency, accuracy and
completeness (Shamseer et al., 2015; Page et al.,
2021a,b, 2022).

The earliest relevant article for this systematic
comparative review, Joshi et al. (2020), seeks to
gauge the technology support of individual lan-
guages from a quantitative perspective. Since
then, further quantitative research has been pub-
lished. We performed an extensive search in
Google Scholar, going through a total of 419 ci-
tations (as of August 2023) for Joshi et al. (2020).
Qualitative papers, literature reviews and bench-
mark evaluations were excluded, since our goal
was exclusively the evaluation of novel quantitative
approaches. To ensure that Joshi et al. (2020) was
indeed the first publication of our interest, the pub-
lications referenced in the papers collected were
checked for missing papers written in languages
other than English, but none were found. These
steps led to a set of nine papers (see Table 1).1

Five key criteria were defined: C1 Research
question examines the different perspectives on
the topic of technology support for languages;
C2 Scope compares the number of languages,

1P7a and P7b are two complementary publications
from the same project. While listed separately in Table 1,
in the rest of the paper they are considered jointly.
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ID Reference Year

P1 The State and Fate of Linguistic Diversity and Inclusion in the NLP World, P. Joshi et al. 2020
P2 Systematic Inequalities in [LT] Performance across the World’s Languages, D. Blasi et al. 2022
P3 Dataset Geography: Mapping Language Data to Language Users, F. Faisal et al. 2022
P4 Some Languages are More Equal than Others: […], S. Ranathunga 2022
P5 Assessing Digital Language Support on a Global Scale, G. F. Simons et al. 2022
P6 Evaluating the Diversity, Equity and Inclusion of NLP Technology: […], S. Khanuja et al. 2022
P7a Introducing the Digital Language Equality Metric: Technological Factors, F. Gaspari et al. 2022
P7b Introducing the Digital Language Equality Metric: Contextual Factors, A. Grützner-Zahn et al. 2022
P8 Writing System and Speaker Metadata for 2,800+ Language Varieties, D. van Esch et al. 2022

Table 1: Scientific articles included in our literature review

geographical and LRT areas covered and num-
ber of measurements reported; C3 Conceptualisa-
tion and quantification analyses the ways in which
the items to be measured are conceptualised and
quantified; C4 Combination of factors considers
how different factors were put in relation to one an-
other; C5 Results compares the results of the pa-
per with those of the other articles under review.

We manually extracted the relevant information
from each article, looking separately at indepen-
dent measures in each one, i. e., for measure-
ments related to separate factors. While we suc-
ceeded in analysing each paper for each crite-
rion, the diversity required different types of com-
parison, in particular, for “Conceptualisation and
quanitification” and “Combination of factors”.

In terms of possible reporting biases, the article
selection process may have resulted in this sur-
vey missing those articles that do not cite Joshi
et al. (2020), but that still conduct relevant re-
search. This would also apply to articles published
before 2020. Additionally, there are some bor-
derline cases, such as the well-known article by
Kornai (2013), which could not cite Joshi et al.
(2020) and which does not fit our survey fully be-
cause its goal was to assess the vitality of lan-
guages (i. e., decline, endangerment, and eventu-
ally death). Another borderline case was the PhD
thesis by Berment (2004) which provides a frame-
work for the quantification of the computerisation
of languages, but the data used for this quantifica-
tion is based on expert knowledge and a possible
application of the framework is only shown for one
language. Furthermore, during the analysis of the
results (Section 5), the European affiliation of the
authors may have resulted in a stronger emphasis
and focus on European languages in the assess-
ment of how the results match our knowledge (and
potentially expectations) about a language com-
munity and its situation.

4. Materials and Data Sources

Our survey includes the most significant contribu-
tions in this area. Eight papers were published in

2022 compared to only one in 2020, which points
to a dynamic and fast-progressing area of work,
whose importance is likely to increase.

Joshi et al. (2020) investigate the relation be-
tween the world’s languages and resources as well
as their coverage in NLP conferences: their anal-
ysis reveals a severe disparity across languages
in terms of available data sets and coverage in re-
search fora. Blasi et al. (2022) assess the global
utility of LTs in relation to demographic or linguistic
demand and analyse over 60,000 NLP conference
papers, showing evidence for the unequal develop-
ment of LTs across languages.

Faisal et al. (2022) argue that the availability of
data is the decisive factor for the quality of NLP
systems, and investigate the geographical repre-
sentativeness of datasets, gauging to what extent
they meet the needs of the language communi-
ties, exploring especially geographical and socio-
economic factors that may explain the dataset dis-
tributions. Ranathunga and de Silva (2022) look at
linguistic disparity in NLP, using a categorisation
of languages based on speaker population and vi-
tality. They examine the distribution of LRs, the
amount of research, inclusion in multilingual plat-
forms and models among the categories and anal-
yse the role of some contextual factors.

Simons et al. (2022) evaluate the level of digi-
tal language support through the extraction of lan-
guage names from the websites of over 140 tools,
and propose a categorisation of the languages
based on the number of tools per LT area. Khanuja
et al. (2023) focus on Indian languages and dis-
cuss an approach to evaluating NLP technologies
based on diversity, equity and inclusion to quan-
tify the diversity of the users they can serve. The
method aims at addressing gaps in LRT provision-
ing related to societal wealth inequality.

Gaspari et al. (2022) and Grützner-Zahn and
Rehm (2022) present the Digital Language Equal-
ity metric, that quantifies the digital support of Eu-
rope’s languages. Its technological factors mea-
sure the number of LRTs for each language within
the European Language Grid (ELG, Labropoulou

3



et al., 2020; Rehm et al., 2021; Rehm, 2023),2
which is assumed to be representative. The con-
textual factors reflect the broad socio-economic
ecosystem of the languages by taking into account
a set of indicators considered to be relevant.

Finally, van Esch et al. (2022) describe an open-
source dataset which covers 2,800 languages and
their writing system(s), along with estimates of the
speaker populations. They analyse the distribu-
tion of languages and writing systems in language
models (LMs), comparing it to the coverage of the
respective language families in NLP research, hop-
ing that this dataset will help develop NLP research
for under-researched languages.

5. Results

5.1. C1 Research Question
The authors of all papers measured the technol-
ogy support of languages independently, with no
common objective or framework, and so decided
to consider a number of different factors, which
are difficult to directly compare or relate to each
other. Already the specific research questions
target different aspects and focus on subsets of
areas, such as data availability or scientific out-
put in NLP research. The approaches distinguish
between the measurement of LRs, LTs or socio-
economic factors assumed to have an impact on
the development of LRTs. We identified 20 differ-
ent research questions or aims (see Table 4 in the
Appendix) evenly distributed across these three
areas. One difference between the approaches
is whether the goals are defined to measure ei-
ther availability, coverage and quantity or perfor-
mance and quality of the LRTs. Next to the more
specific aims like “distribution of available data”
(Joshi et al., 2020) or “platform interface availabil-
ity” (Ranathunga and de Silva, 2022), some au-
thors tried to approximate notions such as “inclu-
sion” (Ranathunga and de Silva, 2022; Joshi et al.,
2020) or “equity” (Khanuja et al., 2023) in the realm
of LRTs. Just like Simons et al. (2022), Gaspari
et al. (2022) and Grützner-Zahn and Rehm (2022)
define their own concepts. Interestingly, both ap-
proaches cover the largest number of LRT areas
(see Section 5.2).

The analysis of scientific coverage of single
languages as one of the most prevalent socio-
economic factors is quite striking. The only other
group of socio-economic factors directly men-
tioned as an object of measurement are geo-
graphic factors because of a specific focus on ge-
ographical representation (Faisal et al., 2022). In
two papers, the socio-economic factors concern-
ing the number of speakers (van Esch et al., 2022)

2https://www.european-language-grid.eu

and global demand (Blasi et al., 2022) are used as
part of the ratios to LRT coverage or performance.

5.2. C2 Scope
The scope of an approach to measure the level
of technology support can be thought of in differ-
ent ways. The geographical coverage or num-
ber of languages investigated differs based on the
focus of the research or data availability consid-
ered by each paper. Similarly, the numbers of
languages addressed range from 15 to 7,829 (see
Table 2). Faisal et al. (2022) propose a language-
independent approach and do not state the num-
ber of languages in the datasets they analyse.
Although six of the eight papers aim at survey-
ing all languages of the world, only two actually
cover more than 6,000 languages. The other ap-
proaches miss out on a huge number of languages
that exist today in the world, despite the stated am-
bition to cover them all.

The influence of data availability is especially vis-
ible in the article by Blasi et al. (2022), where the
number of languages under consideration varies
dramatically depending on the task being evalu-
ated, with values ranging between 15 and 630. A
similar issue was observed for the socio-economic
data (Grützner-Zahn and Rehm, 2022).

ID Region Number of Languages

P1 World 2,485
P2 World Task-dependent (between 15 and 630)
P3 World Not mentioned; language-independent
P4 World 6,420
P5 World 7,829
P6 India 22
P7 Europe 90
P8 World 2,800

Table 2: Targeted region and languages covered

The measurement approach can also reflect dif-
ferent aspects of technology support, such as qual-
ity of performance, quantity of LRTs or aspects
such as efficiency. Table 3 shows that some pa-
pers focus on the creation of a single measure-
ment concentrating on one aspect of technology
support (e. g., Simons et al., 2022), while oth-
ers establish a number of different, independent
means (e. g., Ranathunga and de Silva, 2022, con-
sider five). Those independent means can be
mapped to different LRT areas (e. g., Ranathunga
and de Silva, 2022), or a single area (Khanuja
et al., 2023; van Esch et al., 2022); this raises the
question of the extent to which the measurement
of support for a language in a single LRT area can
actually provide an accurate and reliable indication
of the overall level of technology support that can
also be compared across languages.
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In contrast, a small number of approaches are
based on broader coverage. Simons et al. (2022)
and Gaspari et al. (2022) cover a relatively high
number of LRT areas, nine and ten. Half of the
papers cover only one or two LRT areas, which are
taken to be good enough indicators to reflect the
overall state of technology support. This applies to
Joshi et al. (2020) and Khanuja et al. (2023), which
also define in their aim of measurement general
LT performance or broad social concepts such as
“inclusion”, “equity” or “diversity” (see Section 5.1).
Seven out of eight papers (i. e., all papers except
Simons et al., 2022) also consider socio-economic
or contextual factors, such as scientific coverage
or Gross Domestic Product (GDP).

Number of Number of Socio-economic
ID Approaches LRT Areas Indicators

P1 4 2 yes
P2 2 6 yes
P3 3 2 yes
P4 5 3 yes
P5 1 9 no
P6 3 1 yes
P7 2 10 yes
P8 2 1 yes

Table 3: Scope of measurement

Another way of approaching this aspect is the
analysis based on the size of the datasets used
in the papers. We did not include this dimension
in our review because it would have required a lot
of additional work with potentially little actual gain,
particularly due to the difficulty of directly combin-
ing, and comparing across languages, different
measures of the size of the datasets. In addition,
the papers do not always provide all details con-
cerning the size of the datasets they discuss, of-
ten only referring readers to other sources. Prelim-
inary attempts to gather the details from other cited
papers, archives and platforms required substan-
tial effort without necessarily leading to conclusive
results that could be confidently analysed or com-
pared for the purposes of this survey.

5.3. C3 Conceptualisation and
Quantification

For C3, the measurement approaches were di-
vided into LRs, LTs and socio-economic indicators.

5.3.1. Language Resources

Five papers measure the availability of data for a
language or the representation of language (com-
munity) features in the available data (see Table 6).
Joshi et al. (2020) is the only one that takes both
dimensions into account. Three papers use the

raw counts of datasets with labelled and unlabelled
data in different repositories to approximate the
availability of language data. Joshi et al. (2020)
add the question of the distribution of these data
resources. The distribution is exemplified through
the classification of languages and further analy-
sis of size. Ranathunga and de Silva (2022) focus
solely on the coverage of languages. They reuse
the approach from Joshi et al. (2020), but add an-
other repository, Hugging Face, to the repositories
used by Joshi et al. (2020), namely LDC and ELRA.
A weighting of datasets based on their features is
introduced by Gaspari et al. (2022) who use as
data source the ELG which harvests several ma-
jor repositories such as Zenodo and CLARIN. Gas-
pari et al. (2022) mention the problem of dataset
size, which is difficult to measure because of miss-
ing data and incompatible descriptions and values,
while recognising that it would be desirable to in-
clude this information.

Joshi et al. (2020), Faisal et al. (2022), and
van Esch et al. (2022) analyse the representa-
tion of language features or local knowledge in
the datasets. All three focus on different aspects
of language representation which reflect the lay-
ers of diversity between languages and their com-
munities. Joshi et al. (2020) examine which lan-
guage features are not represented in the datasets.
This typological conceptualisation is motivated by
transfer learning and the idea that less-resourced
languages can reach a better level of support if
their features are covered in LMs. van Esch et al.
(2022) also concentrate on a language’s writing
system. The share of a writing system in the vo-
cabulary of multilingual models is calculated, from
which the authors induce the representation in
NLP. Both conceptualisations are motivated by lan-
guage modelling (either through its learning mech-
anisms or the training data) and directly compare
the languages with each other based on the cho-
sen feature. Faisal et al. (2022) deviate from this
through a focus on local knowledge contained in
language data. The number of local entities in the
dataset reflects the distance of the dataset from
the users and their needs through language and
LT-task-independent means. Nonetheless, only
datasets designed for Named-Entity-Recognition
(NER) and Question Answering (QA) are analysed
in the paper. While Joshi et al. (2020) use a
dataset that is independent of the LT area, Faisal
et al. (2022) and van Esch et al. (2022) use LT-
specific datasets and deduce the general concept
of representation within NLP.

5.3.2. Language Technologies

Four papers include measures of LT performance,
while three papers contain measures of LT avail-
ability, but none combine both perspectives (see
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Table 7). The papers mainly use known perfor-
mance measures for certain NLP tasks, such as
reused Natural Language Inference (NLI) error
rates (Artetxe and Schwenk, 2019; Joshi et al.,
2020). Faisal et al. (2022) calculate F1 scores in
the context of QA and the influence of geograph-
ical representation in the training datasets. Blasi
et al. (2022) introduce a measure of utility which
is quantified as performance divided by a theo-
retical maximum performance. The utility per LT
area is added up to reach an overall score per
language. Overall, the possibility to summarise
LT performance of different LT tasks, despite the
use of different performance measures, gives a
broader picture than the approaches covering sin-
gle LT areas. Khanuja et al. (2023) use different
means to measure the performance of LMs. They
reuse the utility metric from Blasi et al. (2022), but
extend it through projected performance estimates
for languages without available test data (other-
wise set to 0) based on the performance of lan-
guages from the same family and the availability
of unlabelled data. This extension is motivated
by transfer learning and the possible performance
increase, if language features are learnt from an-
other language. Since the utility measure assigns
the same scores to the languages covered by one
model, despite different performance on different
languages, another measure is proposed to ac-
count for the equity in model performance, namely
the Gini-coefficient, which measures the inequal-
ity within a distribution (model performance on dif-
ferent languages). A third measure reflects inclu-
sion through model efficiency concerning the use
of computational resources. This last measure of
efficiency shows that other methods of evaluating
the “quality” may be of importance, even though
they are considered by only one paper.

Similar to the LR availability measures, the LT
availability measures are quantified as counts of
services available for the languages. Ranathunga
and de Silva (2022) collected the languages in
which Google Translate and Facebook are avail-
able. Similarly, the languages covered by mBERT
and XLM-R are counted, to provide an approxima-
tion for general model coverage. In the article by
Simons et al. (2022), Digital Language Support
is conceptualised as a scale with a strict support-
level hierarchy, in which each level is quantified
through the number of popular tools available for
each LT area. For each LT area, the ten most pop-
ular tools globally and the five most popular tools
of each of the ten largest countries in terms of pop-
ulation were selected. An approach to combining
several LT areas into one metric was also chosen
by Gaspari et al. (2022), based on the number
of available LTs in ELG per language. Again, the
authors included a weighting mechanism into the

calculation of a score representing LT support, as-
suming that some LTs are more demanding to de-
velop than others. While Ranathunga and de Silva
(2022) analyse only two platforms and two mod-
els, Simons et al. (2022) and Gaspari et al. (2022)
quantify the availability of LTs in a broader and
more comprehensive way.

5.3.3. Socio-economic Indicators

The socio-economic factors are often approxi-
mated with indicators of scientific output or inclu-
sion. A typical quantification of scientific output is
the number of publications concerning a particu-
lar language (Joshi et al., 2020; Ranathunga and
de Silva, 2022; Grützner-Zahn and Rehm, 2022;
van Esch et al., 2022). Alternatively to the use
of plain figures (Ranathunga and de Silva, 2022;
van Esch et al., 2022), Joshi et al. (2020) use lan-
guage occurrence entropy as a proxy for language
diversity in NLP conferences. Another perspective
is the use of reputation quantified as the number
of citations (Blasi et al., 2022) or the prediction
of proximity through embeddings in which authors,
languages and conferences serve as entities and
the title and abstract as context (Joshi et al., 2020).

In all cases, the economic situation is quantified
with GDP, while the size of a language community
is defined as the number of speakers, although of-
ten the information about how people qualify as
speakers (acknowledged as a difficult issue) is
missing. Blasi et al. (2022) quantify demographic
demand using also the number of speakers, while
contrasting it to linguistic demand. Faisal et al.
(2022) introduce a geographical distance, reflect-
ing the distance between user and producer based
on entities in a dataset, and country size. The situ-
ation of a language and its speakers can be mea-
sured by a range of factors. Most authors focus on
just a few, perceived as most relevant for the devel-
opment of LRTs. Grützner-Zahn and Rehm (2022)
present the only approach trying to combine socio-
economic factors from different areas (such as sci-
ence, education, economy, etc.) to paint an overall
picture on a single scale of the specific contexts
of Europe’s languages as part of the Digital Lan-
guage Equality concept.

5.4. C4 Combination of Factors
The approaches presented in the eight papers
differ substantially in terms of how their indica-
tors contribute to the bigger picture. While some
only represent single indicators and their results,
others create a metric in which the indicators
are combined to a ratio (all except Ranathunga
and de Silva, 2022). Some approaches mea-
sure the relation between two factors through co-
occurrence or correlation measures (see Table 10
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in the Appendix for the relevant details). While
Blasi et al. (2022), Simons et al. (2022) and Gas-
pari et al. (2022) along with Grützner-Zahn and
Rehm (2022) combine indicators of different types
representing different LRT areas or even socio-
economic factors into one overall score as a re-
sult, Joshi et al. (2020), Faisal et al. (2022) and
van Esch et al. (2022) create ratios within one area
of application. Khanuja et al. (2023) aim to mea-
sure the three concepts of “diversity”, “equity” and
“inclusion” creating ratios combining different as-
pects of model performance.

Joshi et al. (2020) and Simons et al. (2022) as-
sign languages to classes. While in Joshi et al.
(2020) the class of the language is derived from
the data availability measure, Simons et al. (2022)
distinguish classes of digital language support
based on the coverage of available LTs. The
step of including a classification on top of the
scores is left out by Blasi et al. (2022) and Gas-
pari et al. (2022) along with Grützner-Zahn and
Rehm (2022), although both approaches also re-
sult in overall scores per language.

The papers examining the relation between two
factors use either basic occurrence measures
searching for patterns or outliers (Joshi et al.,
2020; Ranathunga and de Silva, 2022; van Esch
et al., 2022) (see Table 9 in the Appendix) or
correlation measures (Blasi et al., 2022; Faisal
et al., 2022; Ranathunga and de Silva, 2022).
Ranathunga and de Silva (2022) use the occur-
rence measures to identify the outlier, and analyse
it through an additional correlation measure. In
contrast, Blasi et al. (2022) and Faisal et al. (2022)
use different kinds of correlation measures to ex-
amine which socio-economic factor (e. g., GDP or
number of speakers) best predicts the result, such
as the number of papers published on a language
or the representation of language communities in
a dataset.

5.5. C5 Results
All papers identified a digital divide between a
few dominant languages and a majority of low-
resourced languages. Not surprisingly, English is
always, by far, the best supported language in all
LRT areas when languages are compared directly,
usually followed by Spanish, German and French
(Joshi et al., 2020; Ranathunga and de Silva, 2022;
Gaspari et al., 2022; Grützner-Zahn and Rehm,
2022), three official European Union languages
with large numbers of speakers. Ranathunga
and de Silva (2022) detect a bias towards Indo-
European languages spoken in Europe and institu-
tional languages3 with large speaker populations.

3Ranathunga and de Silva (2022) introduce the term
“institutional languages” as a class of languages. The

Still, even within Europe a huge imbalance was
identified by Gaspari et al. (2022) and Grützner-
Zahn and Rehm (2022). Regional and minority lan-
guages (RMLs) have mostly been ignored (with a
few exceptions, such as Basque, van Esch et al.,
2022). The authors conclude that much additional
effort is needed to bridge the gap, although even
most official languages lag way behind the ‘major’
languages mentioned.

Concerning data availability, more than half (Si-
mons et al., 2022) or even 80% (Joshi et al., 2020)
of the languages lack enough data to develop LT
applications. Additionally, the size of the dataset
decreases with the language class, meaning that
even those datasets available for low-resourced
languages are substantially smaller (Ranathunga
and de Silva, 2022). Task-oriented datasets were
found to have the highest counts for popular NLP
tasks on large institutional languages, such as Ma-
chine Translation (MT) (Ranathunga and de Silva,
2022).

Most datasets exhibit biases towards the global
west (Faisal et al., 2022) or linguistic feature rep-
resentation of Indo-European or large official lan-
guages (Joshi et al., 2020; van Esch et al., 2022).
Faisal et al. (2022) claim an unrepresentative num-
ber of entities in the data, but also find differences
between datasets, such as MasakhaNER and Nat-
ural Questions from Google, which include a high
proportion of entities from all over the world. Im-
balances concerning linguistic features were de-
tected to the extent that usually 2.86 categories per
language feature are not represented in language
data (Joshi et al., 2020). Combined with a mea-
sure showing higher error rates for languages con-
taining these features, the results highlight the im-
portance of language representation in data. Sim-
ilarly, Faisal et al. (2022) show a decrease in per-
formance on QA, if local knowledge is not included
in training datasets.

For the development of LTs, Simons et al. (2022)
find a correlation to higher categories of digital
language support, implying that a strong basis of
LRs and basic LT tools seems to be needed for
the development of the higher categories, such as
virtual assistants. Additionally, the results of the
LT areas by Blasi et al. (2022) show that the ma-
jority of morphological or syntactic tools perform
quite well if enough data is available. For MT and
Text-to-Speech, the performance differs substan-
tially among the languages with medium technol-
ogy support. For complex tasks, such as NLI and
QA, most systems perform poorly except for a few
large official languages for which performance al-
lows for actual use in operational settings. The
performance of multilingual LMs shows a huge im-

term is used in this paper to avoid confusing the discus-
sion of their results.
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balance even for the best models, although region-
specific tuning can counteract the limited transfer
between languages in a multilingual model to a cer-
tain extent (Khanuja et al., 2023). Similar results
were shown by Simons et al. (2022) and Gaspari
et al. (2022). While basic LTs are available for a
considerable number of languages, the number
quickly decreases for less-resourced languages
as the complexity of the tools grows.

The analyses of the socio-economic factors
show a similar pattern. The scores for contextual
factors (Grützner-Zahn and Rehm, 2022) describe
an uneven distribution towards large official lan-
guages in Europe, while RMLs receive little atten-
tion from the economy, politics, etc. The results
make national and regional efforts towards the sup-
port of RMLs visible, e. g., the co-official languages
in Spain achieve relatively high scores compared
to RMLs with similar numbers of speakers else-
where. Correlation measures give indicative evi-
dence that the GDP and/or geographical distance
are the two socio-economic factors that best pre-
dict the amount of NLP research and development
(Blasi et al., 2022; Faisal et al., 2022; Ranathunga
and de Silva, 2022). The best predictor for geo-
graphical representation constitutes a ratio of the
two factors, reflecting that potentially many socio-
economic factors have an impact on LRT devel-
opment (Faisal et al., 2022), as considered by
Grützner-Zahn and Rehm (2022) in which a ratio
of socio-economic factors is calculated. Although
Blasi et al. (2022) and Faisal et al. (2022) show
that the inclusion of speaker population causes
the prediction to deteriorate, the number of speak-
ers is considered by most papers analysing socio-
economic factors (Blasi et al., 2022; Faisal et al.,
2022; Khanuja et al., 2023; Grützner-Zahn and
Rehm, 2022; van Esch et al., 2022).

The focus on NLP research in most papers
shows a more fine-grained picture. Large Euro-
pean languages are considerably more often the
subject of research, and more popular languages
are in turn propagated more, making the existing
imbalance even worse (Joshi et al., 2020). Addi-
tionally, the number of languages addressed in a
publication does not predict the number of citations
a paper is going to receive, i. e., there is no incen-
tive for researchers to address a larger number
of languages. Still, focused research communi-
ties have been detected for some non-European or
non-official languages, such as Japanese, Turkish,
Inuktitut, Hawaiian, etc. (Joshi et al., 2020; Blasi
et al., 2022), and even among those languages
with large speaker populations, some are under-
represented (van Esch et al., 2022), showing that
concentrated efforts are picked up by quantitative
measures, and that it is not all about size.

Some authors classify languages based on the

resulting scores. However, classifications create
hard boundaries, introducing a distinction between
languages which might otherwise be thought of
as having similar levels of support, e. g., Simons
et al. (2022) assign Hungarian the class “Thriving”,
while Latvian is “Vital”. In Gaspari et al. (2022),
though, Hungarian and Latvian achieve similar
scores. In contrast, some languages which appear
to have different levels of support are grouped to-
gether. Simons et al. (2022) classify Latvian, Oc-
citan and Yiddish as “Vital”, but they obtain very
different scores in Gaspari et al. (2022). Compar-
ing size proportions between the approaches us-
ing a taxonomy, Joshi et al. (2020) group 88% of
the languages in the lowest class, while 50% of the
languages constitute the lowest class in Simons
et al. (2022). Overall, this paints different pictures.
Moreover, Ramesh et al. (2023) show that adding
another data source changes the classification for
87 languages based on data availability. They con-
clude that single classifications should be avoided.

6. Discussion

All papers use very diverse approaches to mea-
sure the level of technology support of languages.
Some authors chose to use notions from other
fields such as “demand” and “utility” (Blasi et al.,
2022) or “inclusivity”, “equity” and “accessibility”
(Khanuja et al., 2023). These are used in different
ways and can be ambiguous if not properly defined
and operationalised with respect to the languages
under consideration. For instance, the definition of
demand depends on the background, e. g., in eco-
nomics it is viewed as the need of goods by con-
sumers and may or may not include the will to pay
depending on the use case (Rinkinen et al., 2020).
In Blasi et al. (2022), demand is conceptualised
from two angles, resulting in different outcomes for
the metric. Demographically, demand was quan-
tified through the number of speakers, but who
exactly counts as a speaker and which (type of)
speaker needs which (kind of) LT can be debated.
Further explorations of how different quantification
of demand may influence the results of the metric
would be desirable to better assess its impact and
to argue for a specific way of quantifying demand.
The same applies to the other concepts mentioned
above.

When analysing large datasets, biases can have
an impact on different levels of the study: • Dataset
assessment: analysis of biases in a dataset or
study reused; • Study assessment: analysis of
what kind of biases may be introduced through
the choice of quantification, methodology, etc.;
• Outcome-level assessment: analysis of biases
in the results; • Reporting bias assessment: de-
tecting whether all relevant results are made avail-
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able. Not all levels need to be analysed in all
studies, but dataset assessment is applicable to
all studies, because they all reuse data. Only
Ranathunga and de Silva (2022) describe possi-
ble biases through their chosen methodology and
data in the appendix.

One possible source for bias has to do with the
Bender rule (Bender, 2019). Many authors do not
explicitly mention the language(s) covered, which
is why figures about number of publications per lan-
guage inevitably miss relevant publications. An-
other question has to do with how a speaker of
a language is defined. Are L2 speakers consid-
ered? And if so, how reliable are the figures? A
closer look into Ethnologue shows that many fig-
ures concerning the number of speakers are out-
dated, only contain L1 speakers or derive the num-
ber of speakers from the citizenship of the individ-
uals, which distorts the numbers, especially in cer-
tain countries and regions. The question of which
tools to include when approximating the technol-
ogy support of a language can also introduce bi-
ases. Meighan (2021) and Bird (2022) show that
some smaller language communities develop their
own LRTs. Criteria such as tool popularity miss
these developments and may fail to detect smaller
advancements, that however may be significant for
the language communities in question.

In Section 5.5, only parts of the results of the
eight papers could be covered since not all find-
ings were published; only Faisal et al. (2022), Gas-
pari et al. (2022), Grützner-Zahn and Rehm (2022)
and van Esch et al. (2022) published all results. Si-
mons et al. (2022) published 10% of their results
which facilitates traceability, but does not allow ex-
tensive comparisons with other research. Joshi
et al. (2020), Blasi et al. (2022), Ranathunga and
de Silva (2022) and Khanuja et al. (2023) do not
provide their full results or datasets. Thus, only
the results described in these papers could be in-
cluded in this survey.

7. Conclusions and Future Work

The systematic comparison of the eight papers un-
der examination has shown that despite the het-
erogeneous approaches and differences on all lev-
els of analysis, the results clearly indicate a very
uneven distribution of LRTs between large, offi-
cial, mostly Indo-European languages and essen-
tially all other languages. The papers highlight dif-
ferent aspects, such as the output of focused re-
search communities on specific languages or the
influence of local knowledge on the performance of
LMs. Combining all results to assemble a bigger
picture reveals the many dependencies between
all areas of LRTs and socio-economic factors. Ef-
forts are needed on all levels, starting with data

collection, for at least half of the world’s languages.
Future work needs to examine how to standard-

ise and measure the size of LRs and, similarly, the
scope of LT applications. Another open issue is
the actual quality of LRTs. Moreover, biases need
to be further analysed, especially concerning their
influence on the quantitative measures. All ap-
proaches we analysed cover only parts of the rel-
evant measures, which is why the development of
a measure accounting for all qualitative and quan-
titative perspectives, and covering all LRT areas
would be an important step forward. Based on
such an all-encompassing approach, further steps
towards evaluation and the examination of possi-
ble solutions could be conducted.
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A. Appendix

ID Aim of Measurement

P1 Distribution of available data over languages
Typological features of languages represented in data and influence of missing representation on LT perfor-
mance
Language diversity and inclusion of NLP conferences
Closeness of authors, conferences and languages

P2 To what degree is the global demand for LT met?
Correlation of scientific production in NLP

P3 Geographical representativeness of NLP datasets
Socio-economic correlates
Geographical breakdown of models performance

P4 Annotated data availability
Platform interface availability
Model coverage
Amount of research conducted for the languages

P5 Digital language support
P6 Diversity

Equity
Inclusion

P7 Digital language equality
P8 Representation of writing systems in NLP compared to their speaker numbers

Distribution of published works that reference the languages

Table 4: Research questions or aims

ID LRT Areas Covered

P1 Data; Natural Language Inference
P2 Morphological Inflection; Syntactic Parsing; Text-to-Speech; Machine Translation; Question Answering; Nat-

ural Language Inference
P3 Data; Language Modelling
P4 Data; Human-Computer-Interaction; Language Modelling
P5 Data; Encoding; Morphological Inflection; Syntactical Parsing; Text-to-Speech; Machine Translation; Ques-

tion Answering; Natural Language Inference; Human-Computer-Interaction
P6 Language Modelling
P7 Data; Encoding; Morphological Inflection; Syntactical Parsing; Text-to-Speech; Machine Translation; Ques-

tion Answering; Natural Language Inference; Human-Computer-Interaction; Language Modelling
P8 Data

Table 5: LRT areas covered
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ID Concept Conceptualisation Values Used

P1 Distribution of avail-
able data

Creation of language taxonomy
based on available data

labelled data
unlabelled data

Representation of ty-
pological features

Number of typological features not
represented in languages often cov-
ered by LRs

Language features
language taxonomy

P3 Geographical repre-
sentativeness

Occurrence of entities associated
with countries

entities and geographical connec-
tion
languages and geographical con-
nection

P4 Coverage by re-
sources

Resource containing data in respec-
tive language

languages covered by selected re-
sources

P7 Digital Language
Equality

LRs contained in ELG (Including LTs
and Contextual Factors)

Resource type
Subclass
Linguality type
Media type
Annotation type
Domain
Conditions of use

P8 Representation of
writing systems

Scripts represented in model vocab-
ularies

proportional share of words in script

Table 6: Conceptualisation of approaches covering LRs

ID Concept Conceptualisation Values Used

P1 LT performance error rates Reuse of error rates from Artetxe
and Schwenk (2019)

P2 Utility sum of proportions of language per-
formance to theoretical maximum
performance per task

actual language performance
theoretical maximum performance

P3 Model performance comparison of model accuracy on
question-answering test dataset

f1-scores

P4 Platform interface
availability

languages covered by platform languages covered by platform

Model coverage languages covered by model languages covered by model
P5 Digital language sup-

port
support of languages by specific
software products covering digital
language support categories

number of tools
digital language support categories

P6 Diversity Reuse of conceptualisation from paper 2
Equity Gini-coefficient for LT performance LT Performance
Inclusion model efficiency Throughput (= number of instances

it can process per second on a CPU)
Memory saved (= size of model as a
measure how expensive a model is
to use in practise)
benefit (= model performance)

P7 Digital Language
Equality

LTs contained in ELG (Including LRs
and Contextual Factors)

Language dependence
Input type
Output type
Function type
Domain
Conditions of use

Table 7: Conceptualisation of approaches covering LTs
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ID Concept Conceptualisation Values Used

P1 Language diversity and inclu-
sion in conferences

Language occurrence en-
tropy

Number of conference pa-
pers mentioning respective
language
year

Closeness Prediction of entity embed-
dings based on the context

entities: author, language,
conference

P2 demographic demand Size of language community Number of speakers
linguistic demand Always highest value 1
Reputation gain in research number of citations Number of citations
scientific production Publications in NLP Number of NLP conference

papers
economic gain GDP approximate GDP of number

of users
P3 size of community population of country population of country

economic gain GDP GDP of country
GDP per capita of country

Size of country landmass landmass
Distance between user and
dataset

geographical distance be-
tween entities referenced
in dataset and respective
language community

location of entities
location of language commu-
nity

P4 economic gain GDP GDP of country
size of language community population size number of speakers

P7 Digital Language Equality Contextual Factors (Includ-
ing LRTs/ Technological Fac-
tors):
Size of economy Size of economy, Size of the

ICT sector
Education Students in LT/language, In-

clusion in education
Industry Companies developing LTs
Law Legal status and legal protec-

tion
Online Wikipedia pages
R & D & I Innovation Capacity, Number

of papers
Society Size of language community,

Usage of social media
Technology Digital connectivity, internet

access

Table 8: Conceptualisation of socio-economic indicators
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ID Factor 1 Factor 2 Method

P1 Error rates Representation of typological
features

Mapping features not included in
datasets and their error rates

P2 Number of normalised citations Number of languages covered correlation calculated based on
Bayesian generalised additive
mixed effects models

GDP Numbers of papers published regression calculated based on
Bayesian generalised additive
mixed effects models

Number of speakers Numbers of papers published regression calculated based on
Bayesian generalised additive
mixed effects models

P3 geographical distribution country population Spearman’s rank correlation coeffi-
cient

geographical distribution GDP Spearman’s rank correlation coeffi-
cient

geographical distribution GDP per capita Spearman’s rank correlation coeffi-
cient

geographical distribution land mass Spearman’s rank correlation coeffi-
cient

geographical distribution geographical distance Spearman’s rank correlation coeffi-
cient

P4 Wikipedia coverage GDP Pearson correlation
Data availability Geographical location Count & Mapping
Data availability Language Family Count & Mapping
Data availability language class based on size

and vitality
Count & Mapping

Language model coverage Geographical location Count & Mapping
Language model coverage Language Family Count & Mapping
Language model coverage Language class based on size

and vitality
Count & Mapping

Platform interface availability Geographical location Count & Mapping
Platform interface availability Language Family Count & Mapping
Platform interface availability Language class based on size

and vitality
Count & Mapping

language class Number of papers published calculation of proportional share in
sample

P8 Number of speakers Number of papers published Calculation of number of papers per
million speakers

Per capita Number of papers published Calculation of the highest paper
count per capita

Table 9: Co-occurrence of two factors
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ID Resulting Value Combination Method Values Used

P1 Language occur-
rence entropy

Calculation of probability distribution
of papers mentioning the same lan-
guage
Calculation of entropy
Calculation of a class-wise mean re-
ciprocal Rank which orders the lan-
guages based on their frequency of
being mentioned in a conference

Number of papers mentioning the
language per conference
Publication year of papers
taxonomy of languages based on
available data

Closeness of entities Entity Embedding Analysis: Cre-
ation of word vectors based on input
from papers, Prediction of the con-
text, which is here author, language
and conference

Authors, languages and confer-
ences per paper
Title and abstract of papers

P2 Degree to which the
global demand is met
by available LT

Calculation of sum(demand per lan-
guage x utility) of LT areas

demand per language
utility per language

P3 geographical repre-
sentativeness of NLP
datasets

entity recognition and linking
creation of dataset-country maps
Calculation of percentage of all enti-
ties associated with the single coun-
tries
Calculation of number of countries
not represented in the dataset

entities
geographical association of entities
countries in which the language is
spoken

P5 digital language sup-
port

Mokken Scale Analysis: Scaling the
coverage of the languages per DLS
category

top tools per DLS category
Languages covered by tools

P6 Diversity Reuse of utility metrics from paper 2
Equity Calculation of Gini-Coefficient cumulative task performance per

language
Inclusion Measures the benefit per unit in-

crease in cost (cost = decrease in
throughoutput and memory saved)
Calculation of a average benefit-
cost ratio for each language per task

Throughput
Memory saved
benefit

P7 Digital Language
Equality

Technological factors: Each lan-
guage resource, dataset or tool in
the ELG Catalogue for a given lan-
guage obtains a score which corre-
sponds to the sum of the weights of
its relevant features; per language
all scores are summed up

Tools
Services
Datasets
Language models
Computational grammars
Lexical and conceptual resources

Contextual Factors: Weighted mean
based on the size of the language
communities in different countries,
normalisation of values to 0-1, mean
of all contextual factors defined as
the overall contextual score for a re-
spective language

Annual GDP, GDP per capita; Perc.
of the ICT sector in the GDP, ICT ser-
vice exports in Balance of Payment
Total no. of students in relevant area,
Percentage of foreigners attaining
tertiary education
No. of enterprises in the field of I &
C
Scores extracted to represent the le-
gal status of a language in different
countries
Number of articles in Wikipedia
Innovation Index, Number of papers
about the language
Total number of speakers; Total
number of social media users, Per-
centage of social media users
Perc. of households with broadband

P8 Share of scripts Calculation of proportional share of
words in the specific scripts in the vo-
cabulary of the model

Vocabulary per model
scripts

Table 10: Approaches combining several factors
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Abstract
This article provides a thorough mapping of NLP and Language Technology research on 39 European languages
onto 46 domains. Our analysis is based on almost 50,000 papers published between 2010 and October 2022 in
the ACL Anthology. We use a dictionary-based approach to identify 1) languages, 2) domains, and 3) NLP tasks in
these papers; the dictionary-based method using exact terms has a precision value of 0.81. Moreover, we identify
common mistakes which can be useful to fine-tune the methodology for future work. While we are only able to
highlight selected results in this submitted version, the final paper will contain detailed analyses and charts on a
per-language basis. We hope that this study can contribute to digital language equality in Europe by providing
information to the academic and industrial research community about the opportunities for novel LT/NLP research.
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1. Introduction

The fields of Natural Language Processing (NLP)
and Computational Linguistics (CL) cover a wide
range of topics. While CL draws from linguistics
and NLP focuses more on computational methods,
the terms are often used interchangeably. Lan-
guage Technology (LT) is a neutral term encom-
passing both (Agerri et al., 2021). Today, Lan-
guage Technology is integrated into various as-
pects of life. Recent progress has been driven by
deep-learning models (Otter et al., 2020). Despite
these advancements, challenges persist in achiev-
ing language equality, as outlined by a recent Eu-
ropean Parliament (2018) resolution.
As the performance of machine learning and

deep learning methods usually relies on large
amounts of data, languages with smaller numbers
of speakers are usually disadvantaged and endan-
gered by digital extinction. With regard to Europe,
the discrepancy regarding the availability of LT is
highlighted by the reports of the European Lan-
guage Equality (ELE) project describing the cur-
rent status and challenges regarding LT for 39 Eu-
ropean languages (Rehm and Way, 2023).
To promote digital language equality, it is crucial

to understand individual language needs and by
detecting their spot on the map of the NLP land-
scape. While initiatives like the European Lan-
guage Grid (ELG, Rehm, 2023) contribute to the
deployment of existing LT, it is also important to
identify existing gaps concerning availability of re-
sources designed for low-resourced languages.
We carried out a systematic analysis of current

NLP research on Europe’s languages with a spe-

cific emphasis on domains and NLP tasks. We
analysed approx. 50,000 papers published in the
ACL Anthology1 between January 2010 and Octo-
ber 2022. Within this body of research, we iden-
tified the language, domain and NLP task a pa-
per reports upon. One motivation behind this land-
scaping type of research was to identify popular
domains and tasks as well as those that are very
much under-researched. These gaps could poten-
tially provided opportunities for novel research in
the future. Our results provide a general overview
into how NLP tools are used in different domains
concerning Europe’s languages and can be used
by researchers to identify opportunities for future
developments to promote language equality.
The remainder of this paper is structured as

follows. First, Section 2 presents related work.
Section 3 describes the methodology for informa-
tion extraction based on a dictionary-based ap-
proach. Section 4 presents an evaluation of the
dictionary-based approach and Section 5 high-
lights the general results regarding NLP tasks, do-
mains, and languages. Section 6 describes a high-
level overview of the results regarding the use of
NLP tasks in different domains on a per-language
basis. Section 7 concludes the paper.

2. Related Work

Current LT literature discusses technologies rather
than domain-specific applications. Research pa-
pers describe new tools, methods and approaches
and handbooks such as Mitkov (2022) provide

1https://www.aclweb.org/portal/
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an overview of existing areas and resources. Al-
though presenting important findings regarding the
status of LT for different languages, surveys such
as the ones presented in the language reports of
the ELE project (Rehm and Way, 2023) or the
META-NET White Papers (Rehm and Uszkoreit,
2012) do not present detailed analyses how tools
are deployed in different domains.
A few articles describe the use of LT in specific

fields. For example, Osterrieder (2023) present
a complete overview of LT in finance. Addition-
ally, several research papers present tools and
resources for a particular domain, for example, a
chemical tagger (Hawizy et al., 2011).
In Web of Science2 and Scopus,3 users can fil-

ter for specific domains, making it possible to find
NLP articles in these domains. However, it is im-
possible to generate a complete overview.
This article presents a detailed analysis, using a

dictionary-based approach, of the development of
LT by the NLP community concerning different do-
mains and languages with a focus on 39 European
languages. The analysis is based on the ACL
Anthology, which is why research published else-
where (or not at all) is excluded. We are aware of
the fact that supervised machine learning outper-
forms dictionary-based classification (Kroon et al.,
2022), which is our approach, however, due to the
large number of domains, tasks and languages,
and because of the lack of annotated data to train
models regarding this specific task, we decided
to use the dictionary-based approach to establish
this groundwork that can be the base for more ad-
vanced studies in the future. Our work is based
on the EuLTDom project report4 with evaluation re-
sults regarding the dictionary based approach and
further analysis.

3. Data and Methodology

The ACL Anthology is an important Open Access
archive with Open Source components for the
NLP community. It is the main source of CL and
NLP scientific literature and offers both text and
faceted search features of the indexed papers and
also author-specific pages. It allows open access
to the proceedings of all ACL-sponsored confer-
ences and journal articles, also hosting literature
from sister organisations and their national venues
(Gildea et al., 2018).
We used the ACL Anthology Corpus repository

(Rohatgi, 2022) which provides PDF files, full-text,
references, and other details extracted from the
PDF files using GROBID.5 This repository con-

2https://www.webofknowledge.com
3https://www.scopus.com
4https://tinyurl.com/356xt6b5
5https://github.com/kermitt2/grobid

tains 80,013 articles and posters from 1957 to Oc-
tober 2022. We analyse a subset of this data, a
total of 49,466 articles published between January
2010 and October 2022.
To understand the use of LT in different do-

mains for different languages, we implemented a
dictionary-based approach. We count the number
of research papers in the subset of the ACL An-
thology Corpus (see above) that mention the de-
fined terms concerning languages, domains, and
NLP tasks at least twice. In the first step of the
analysis we look at each of these three dimen-
sions separately, while in the second step, we
count the number of articles that mention the do-
main/language/NLP task triple to identify how dif-
ferent domains use specific LT for each language.
The lists of languages, domains, and NLP tasks
to be used in the dictionary-based approach were
defined in a way to avoid certain possible biases
and are described in the following subsections.

3.1. Languages
We analyse the texts of papers written in En-
glish from the ACL Anthology for those 39 Euro-
pean languages for which an ELE Language Re-
port exists.6 For the languages that have more
than one name (i. e., Catalan/Valencian and Ro-
manian/Moldavian/Moldovan), while searching for
the number of mentions in each paper, all possi-
ble names were considered. The complete list of
languages is presented in Appendix A.

3.2. Domains
The list of relevant domains was defined following
the Fields of Research and Development classifi-
cation (FORD), which is the basis of the Frascati
Manual (2015). This approach is closely related
to and consistent with UNESCO’s Recommenda-
tion concerning the International Standardisation
of Statistics on Science and Technology (Unesco,
1978). The FORD classification provides a more
complete set of domains when compared with the
list considered in the ELE language reports (e. g.,
Melero et al., 2022). Although similar, the ELE
list is shorter and includes general terms such as
“Technology”, “Science”, and “Innovation”.

We customised the FORD classification as fol-
lows: 1. the list was completed with ELE fields not
present in the FORD one, excluding generic terms
previously mentioned; 2. the FORD elements that
correspond to the label “Other” (e. g., “Other nat-
ural sciences”) were excluded; 3. the Health and
Media domains were excluded because they were
the focus of a concurrent study; and 4. terms such

6https://european-language-equality.eu
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as “Economic geography” and “Social Geography”
were replaced with “Geography”.
Our final classification contains 46 domains,

which are clustered into five broader classes as
presented in Appendix B.

3.3. NLP Tasks
The list of NLP tasks includes the information
provided by Mitkov (2022) complemented with
tasks found in the Wikipedia article on NLP7 and
two other tasks mentioned on the IBM website8:
“Spam detection” and “Virtual agents and chat-
bots”. While Mitkov (2022) divides NLP/LT into two
classes (i. e., tasks and applications), Wikipedia
has a more detailed classification. The complete
list contains 51 tasks divided into seven classes
and is fully displayed in Appendix C.

3.4. Text Processing
We first attempted to analyse each of the three di-
mensions separately and analysed if every term
listed above appeared at least twice in each indi-
vidual article within the collection, using the Python
Regular Expression operations library9. Prelimi-
nary tests, with a qualitative evaluation, showed
that the main differences in the overall comparison
of the languages, NLP tasks, and domain did not
change using the threshold of two, five, or 10 oc-
currences. However, the total number of articles
classified according to them is reduced when the
threshold was increased. Thus, to improve the re-
call, we decided to keep the rule of minimum of
two occurrences per article.
Texts and query terms were converted to lower-

case for uniformity and, for each text available in
the ACL Anthology Corpus, its full text (i. e., from
abstract to conclusion) was analysed. The idea of
considering only those articles where each term is
mentioned at least twice is due to the fact that a
certain term may be mentioned in the article even
if the text is not exactly focusing on this term specif-
ically but only mentioning it in passing.
Our goal was to examine how the NLP commu-

nity has developed LT for different domains and
languages. Most articles describe tools and other
resources, thus the main topic here are neither the
languages nor the domains. An article or poster
is relevant for a certain language and domain if it
clearly describes a concrete resource or applica-
tion of an NLP task.
We also examined languages separately. First,

the articles were analysed to check if a language

7https://en.wikipedia.org/wiki/Natural_language_
processing

8https://www.ibm.com/topics/
natural-language-processing

9https://docs.python.org/3/library/re.html

was mentioned at least twice. Then, we checked if
the article mentioned each domain/NLP task pair.
With these results, heat maps were generated us-
ing the statistical data visualization Python library
Seaborn.10 The query concerning domains and
NLP tasks was performed with the identified terms
including synonyms and alternative orthographic
forms. Special attention was required for some
terms in the list of domains that may be used in
different contexts, not necessarily referring to the
domain, for example, “literature” and “history”. In
these cases, besides the noun, the respective ad-
jective also had to be mentioned at least once for
the article to be counted (e. g., literature and liter-
ary; history and historical). Special treatment also
had to be implemented for the domain “Arts” (or
“Art”). As many papers contain the term “state-of-
the-art” or its variations, a way to verify the context
of the regular expression match was implemented
to guarantee that these phrases are not counted.
The code and the results are available in the

project’s GitHub repository.11

4. Evaluation

The dictionary approach relies on counting the oc-
currences of specific terms. This approach has
inherent weaknesses when compared to meth-
ods for topic classification based on supervised
machine learning and embeddings (Kroon et al.,
2022). Considering the lack of explicitly annotated
training data as well as overall resource restric-
tions, we opted for the keyword-based approach.
To validate the efficiency of the dictionary-based
approach, we decided to conduct an evaluation fo-
cusing on its precision.
In total, 49,466 articles from the ACL Anthology

Corpus were analysed. In order to have a result
with a confidence level of 95% and a 5% margin
of error, the set to be analysed for the evaluation
must contain aminimum of 382 articles.12 As three
dimensions are examined, we decided to select a
sample of 130 texts for each one, a total of 390.
We randomly selected texts from the cate-

gorised ones, guaranteeing that the evaluation
data has at least two representative texts for each
of the terms considered as matches.13 Further-
more, we verified that the articles cover all the
years of the ACL Anthology we looked at (January
2010 to October 2022).
For each article of the evaluation data, we

checked if the term found in the article really corre-
sponded to a language, domain or NLP task name.

10https://seaborn.pydata.org
11https://github.com/dfvalio/EuLTDom2023
12Value determined using Calculator.net.
13Those terms contained in the lists that could not be

found in the data set were omitted in the evaluation.
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We considered it as a true positive if the term was
used in the context of a resource (i. e., tool, model,
data set, etc.) or a real application (e. g., evalu-
ation of existing tools, surveys, etc.). False pos-
itives corresponded to the cases where the term
was used in the context of a future research direc-
tion or for incorrect matches due to problems with
regular expressions. Table 1 presents the results
for each dimension and the overall precision.

Precision

Languages 0.86
Domains 0.74
NLP tasks 0.84
Overall 0.81

Table 1: Precision for each dimension and overall

With regard to our overall objective, we consider
the results of the dictionary-basedmethod satisfac-
tory. In comparison with the analysis conducted
by Kroon et al. (2022), our results are comparable
to the best machine-learning techniques. The do-
main dimension is the most problematic one, with
a precision of less than 0.75. Below we present a
qualitative analysis of the encountered errors.
We would like to stress that only precision was

considered in this evaluation. It does not provide
information on articles that present contributions
regarding the three defined dimensions using dif-
ferent terms than the one contained in the lists. It
seems plausible to imagine that the domain dimen-
sion should be the one with the lowest recall as
the text may describe an application in a certain
domain using a different name.

4.1. Languages

The errors observed when languages were anal-
ysed correspond mainly to the sections of the pa-
pers that deal with related or future work (44.1%
of the errors). We also encountered other types of
false positives: 1. The language is present in the
name of anOrganisation (e. g., “Norwegian Univer-
sity of Science and Technology”); 2. the language
is mentioned in the context of a translation; 3. the
term is mentioned as being excluded from a study;
and 4. the term refers to a nationality, not the lan-
guage itself.
From all the terms used in the regular expres-

sions, only “Romani” was problematic as it was
considered a match with words such as “Roma-
nian” and “Romanized”. Thus, for this specific lan-
guage, our results should be handled with care.
We did not consider abbreviations or language

codes such as ISO 639-3. Thus, if a language is
only mentioned using its name once and then us-
ing an abbreviation, it was not counted as a match.

4.2. Domains
Regarding domains, the most frequent error cor-
responds to using the term in example sentences
(32.2% of the false positives), e. g., “Civil engineer-
ing” (presented as an example of a compound).
The other most common error (31.3%) is related

to themention of the term in organisation names. It
is present mostly in the Acknowledgement section
or in the main text when departments are referred
to. The term “Government” was specifically prob-
lematic as it was mentioned in copyright-related
parts of certain articles (e. g., “The U.S. Govern-
ment”). Besides “Government”, two other terms
created errors repeatedly: “History” and “Arts”.
The first one was sometimes used in contexts such
as “history-dependent”, the second one was con-
sidered a match with words such as “parts” and
“parts-of-speech”.

The analysis of false positives concerning the
three dimensions shows that some errors are re-
current and, thus, can be easily corrected. In the
case of terms appearing in related or future work, a
condition can be established to guarantee that the
term should not be considered if it appears only in
these specific sections. Concerning problematic
terms, more precise rules could also be defined to
exclude erroneous matches.

4.3. NLP Tasks
For NLP tasks, most false positives were linked to
using the terms in related or future work sections
(57.3%). In a few cases, the term was mentioned
as a task that was, however, not used in the paper,
for example, when it is proposed as an alternative
way to process the data.
Regarding problematic terms, we encountered

errors relative to the acronyms “OCR” and “QA”.
The first was identified in words such as “demo-
cratic”, and the second in Arabic words written with
the Latin script (e. g., “qarAr” and “qAmato”). More-
over, “parsing” is the term used for constituency
and dependency parsing. Nevertheless, when
used in this analysis, it also matches with “Seman-
tic Parsing” which is a specific term in the list of the
NLP tasks.

5. Results

Next up, we present overviews of the three sep-
arate analyses concerning languages, domains,
and NLP tasks.

5.1. Languages
Nearly all languages were found in the data set,
the only language which does not appear in our
data is Tornedalian. Of the 49,466 texts in the ACL
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Anthology Corpus (from 2010 to 2022), 45,737
(92.5%) mention at least twice one of the lan-
guages from our set. However, they are not dis-
tributed homogeneously (see Figure 1), mirroring
the findings of others (Gaspari et al., 2023) and
also indicating a strong digital language inequality.
As expected, the most mentioned language is

English (i. e., more than 20,000 articles), followed
by German, French, and Spanish (more than
3,000 articles each). These results are compati-
ble with similar studies such as Joshi et al. (2020)
who present an analysis in terms of entropy of the
LT disparity between languages using an older ver-
sion of the ACL Anthology. Italian, Czech, and Por-
tuguese have 1,000 to 1,500 articles each, and the
vast majority of languages arementioned in a num-
ber of articles between 100 to 1,000. Languages
with this level of development benefit from existing
resources to improve the status of their technolo-
gies by adapting tools already available for more
resourced languages.
The languages with the smallest representa-

tion in our data set (less than 100 articles each)
are Galician, Welsh, Maltese, Bosnian, Faroese,
Saami, Karelian, Yiddish, Luxembourgish, and
Tornedalian. These languages seem to be the
most endangered ones regarding digital language
extinction, thus requiring more attention from the
NLP community.
These are general numbers concerning the ACL

Anthology. (Joshi et al., 2020) show that confer-
ences such as LREC tend to have more linguistic
diversity than others. The dominance of English
is also favoured by the fact that, usually, NLP re-
sources are developed for this language and then
deployed to others, thus, English results are also
presented as a baseline.
We do not consider conferences that are not

part of the ACL Anthology. Thus, the bigger pic-
ture that emerges out of this survey does not cor-
respond precisely to the LT reality of each lan-
guage. For example, the ACL Anthology does not
include the proceedings of the Baltic HLT confer-
ences, which focus on the Baltic languages.

5.2. Domains
Only 6,179 ACL papers (12.5% of the total) explic-
itly mention at least one of the terms from the list
of domains. This may be explained by the fact that
the focus of many articles is on the development
of the tools and resources themselves, and not on
their applications in specific areas. Furthermore, it
is possible that some papers may have certain do-
mains in mind but not refer to them explicitly. The
complete list of domains and the respective num-
ber of mentions is presented in Appendix D.
“Linguistics” is the most cited domain which is

an expected result as our data concerns work pub-

lished in Computational Linguistics conferences.
However, “Computer Science” is not so prominent,
even though ACL papers also deal with this do-
main. The top ten most mentioned terms are from
the Social Sciences and Humanities and the arts
(varying from 2,783 to 351 articles). The first do-
main from a different class is Biological sciences,
followed by other Natural Sciences domains such
as “Physics”, “Chemistry”, and “Mathematics”. En-
gineering and technology is the class of domains
with the least number of articles.
Figure 2 shows the distribution of certain

classes. Social sciences and Humanities and the
arts correspond to 89.9% of the mentions. The
dominance of the class Humanities and the arts is
partially explained by the elevated number of men-
tions of the term “Linguistics” and the bias identi-
fied in the search for the term “Arts” in the texts.
The following domains were never mentioned:

“Agricultural biotechnology”, “Veterinary”, “Animal
and dairy science”, “Industrial biotechnology”, “En-
vironmental Biotechnology”, “Environmental engi-
neering”, “Materials engineering”, and “Electronic
engineering”. This does not mean that LT is not
used in these areas but it indicates that LT is not
primarily developed specifically for them. Some of
these terms are more specific than others, such as
“Industrial biotechnology”, “Environmental Biotech-
nology”, and “Environmental engineering”, there-
fore, it is possible that papers dealing with them
may use other terms in the text.
A more thorough understanding of the current

use of LT in Natural Sciences, Engineering and
Technology, and Agricultural and Veterinary sci-
ences is necessary for the identification of new op-
portunities in terms of more directed NLP develop-
ment for these fields.

5.3. NLP Tasks
In total, 32,154 (65.0%) articles mention one of the
NLP tasks at least twice. This percentage is higher
than the one for domains but smaller than the one
for languages. One reason for this may be that the
coverage of our list is not sufficient.
We can observe that Machine Translation has

been one of the main areas of the NLP commu-
nity between 2010 and 2022. The number of arti-
cles mentioning MT is approximately twice as high
as the number concerning the second most fre-
quently mentioned task (Parsing). Question an-
swering is ranked third.
The term “Parsing” encompasses many NLP

tasks, thus, it may explain this higher rank. Fur-
thermore, we can observe that tasks that are
not higher-level NLP applications such as parsing,
word segmentation, part-of-speech tagging, and
named-entity recognition are positioned in the top
ten of the most frequent ones. This can be due to
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)673 3URMHFW� (XURSHDQ /7 'RPDLQV ����

)LJXUH �� 1XPEHU RI DUWLFOHV SUHVHQWLQJ UHVHDUFK DERXW D FHUWDLQ ODQJXDJH�

)673 3URMHFW 5HSRUW ��

Figure 1: Mentions of European languages in the ACL Anthology (2010 until October 2022).

the fact that these tasks are part of more complex
LT, being integrated into pipelines.

Of the 51 NLP tasks on our list, 39 (76.5%) are
mentioned in less than 1,000 articles, thus, pre-
senting a lot of potential for further development,
e. g., deployment of existing architectures for lan-
guages other than English. Figure 3 presents the
distribution of the NLP task classes. Almost half of
the mentions correspond to higher-level NLP ap-
plications, due mostly to Machine Translation and
Question answering.

Tasks with the lowest number of articles corre-
spond to rather vague or very specific terms such
as “Document AI” or “Implicit semantic role label-
ing”. The list of NLP tasks and the respective
number of mentions is displayed in Appendix E. It
would be useful to check if other names for these
tasks are currently used by the NLP community to
arrive at a more realistic view.

6. Results per Language

We present a detailed analysis concerning the use
of LT in different domains per language (i. e., the
number of articles where both domain and NLP
task are mentioned at least twice each). The
heat maps (x-axis: NLP tasks, y-axis: domains)
provide a clear snapshot for each European lan-
guage, and which can also be used as the basis
of comparisons. All heat maps are available in the
project’s GitHub repository.14
As expected, the languages with more mentions

in the ACL Anthology result in more complete heat
maps when compared to the languages with less
mentions. However, we can clearly observe that
not all domains and NLP tasks are not covered in
recent research. Figure 4 shows the discrepancy
in terms of technologies (i. e., data and tools) for
different languages. Maltese is only mentioned in

14https://github.com/dfvalio/EuLTDom2023
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Figure 2: Number of articles presenting research
about a certain class of domain.

Figure 3: Number of articles presenting research
about a certain class of NLP task.

62 articles, thus, its heat map is quite empty. On
the other hand, for German (with 5,935 articles),
the situation is much better, although still not com-
parable to the status of the NLP/LT development
for English (with 20,676 articles).
Especially the gaps in the heat map of the En-

glish and other well-resourced languages can be
used to identify new opportunities for the deploy-
ment of existing tools and algorithms. Further-
more, it is also possible to check what has been de-
veloped for closely related languages, which may
facilitate cross-lingual transfer. We also generated
a heat map with the overall use of NLP tasks by
domains considering all European languages. As
expected, “Linguistics” is the domain that has the
highest number of associated NLP tasks.
Domains with relatively high usage of dif-

ferent types of LT (i. e., 20 articles or more)
are “Arts”, “Biological sciences”, “Business”,

“Computer science”, “Education”, “Ethics”, “Fi-
nance”, “Government”, “History”, “Law”, “Litera-
ture”, “Physics”, “Psychology”, “Religion”, “Sociol-
ogy”, and “Tourism”. On the other hand, some
domains use only specific NLP tasks. This is
the case for “Ethics” with a predominance of ar-
ticles on “sentiment analysis”, “machine transla-
tion”, and “question answering”.
When examining the analysis regarding do-

mains (except for Linguistics and Computer Sci-
ence) that are most commonly associated with the
top 10 tasks (i. e., tasks with at least 20 articles)
we notice many similarities: “Business” and “Edu-
cation” seem to be the domains that use most of
the top 10 tasks. In Appendix F, we present these
results in detail. The existence of more than 20 ar-
ticles describing the use of LT in a specific domain
seems to indicate that the specific application is
well-developed and, thus, could represent an op-
portunity for low-resourced languages.
When we focus on the languages with less

than 100 articles (excluding Tornedalian which
was never mentioned), although the heat maps
are very poorly populated, we can identify a few
domains and tasks with at least some develop-
ment. The “Business” and “Education” domains
are usually associated with “Machine Translation”
and “Natural Language understanding”. “Edu-
cation” is also sometimes mentioned in studies
regarding “OCR”, “part-of-speech tagging”, and
“speech-recognition”. On the other hand, “His-
tory” is often associated with “speech recognition”,
“named-entity recognition”, “machine translation”,
and “OCR”. “Government” appears in association
with “Natural Language understanding”, “speech
recognition”, “question answering”, and “machine
translation”, and “Biological Sciences” is usually
associated with “information extraction”, “named-
entity recognition”, “parsing”, “machine transla-
tion”, and “question answering”.
Thus, it would be useful to check how the NLP

data that was used in these papers can be applied
to other tasks and deployed in other domains.

7. Conclusions and Future Work

We presented a mapping of NLP and Language
Technology research onto 39 European languages
and onto 46 domains. The analysis is based on
almost 50,000 papers published between January
2010 andOctober 2022 in the ACL Anthology. The
dictionary-based approach we use presents a sat-
isfactory value of precision (i. e., higher than 0.80)
when applied to identify how languages, domains,
and NLP tasks are mentioned in articles contained
in the ACL Anthology. We hope that this study can
contribute to digital language equality in Europe
by providing valuable information to the academic
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Maltese Italian

)673 3URMHFW� (XURSHDQ /7 'RPDLQV ����

)LJXUH ��� 1XPEHU RI DUWLFOHV SHU 'RPDLQ DQG /7 IRU 0DOWHVH�

)673 3URMHFW 5HSRUW ��

)673 3URMHFW� (XURSHDQ /7 'RPDLQV ����

)LJXUH ��� 1XPEHU RI DUWLFOHV SHU 'RPDLQ DQG /7 IRU ,WDOLDQ�

)673 3URMHFW 5HSRUW ��

German English

)673 3URMHFW� (XURSHDQ /7 'RPDLQV ����

)LJXUH ��� 1XPEHU RI DUWLFOHV SHU 'RPDLQ DQG /7 IRU *HUPDQ�

)673 3URMHFW 5HSRUW ��

)673 3URMHFW� (XURSHDQ /7 'RPDLQV ����

)LJXUH ��� 1XPEHU RI DUWLFOHV SHU 'RPDLQ DQG /7 IRU (QJOLVK�

)673 3URMHFW 5HSRUW ��

Figure 4: Comparison of four heat maps (Maltese, Italian, German, English).

and industrial research community about the op-
portunities for novel LT/NLP research.
This study only considers research published in

the ACL Anthology. As a potential avenue for fu-
ture work, a complementary study could be con-
ducted considering other repositories such asWeb
of Science or Scopus, perhaps also fully structured
repositories such as research knowledge graphs
but these are too sparsely populated yet. More-
over, as ACL documents are only written in En-
glish, it would be useful to complete the analysis
with the examination of papers written in the other
listed languages. Furthermore, regular updates
can be envisioned, for example, with new terms.
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A. List of Languages

1. Bulgarian
2. Catalan/Valencian
3. Croatian
4. Czech
5. Danish
6. Dutch
7. English
8. Estonian
9. Finnish

10. French
11. German
12. Greek
13. Hungarian
14. Irish
15. Italian
16. Latvian
17. Lithuanian
18. Maltese
19. Polish
20. Portuguese
21. Romanian/Moldavian/Moldovan
22. Slovak
23. Slovene
24. Spanish
25. Swedish
26. Basque
27. Bosnian
28. Faroese
29. Galician
30. Icelandic
31. Luxembourgish
32. Norwegian
33. Serbian
34. Tornedalian
35. Welsh
36. Karelian
37. Romani
38. Saami
39. Yiddish
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B. List of Domains based on FORD and ELE Classifications

Class Domain

Natural sciences Mathematics
Computer and information sciences
Physics
Chemistry
Environmental sciences
Biological sciences

Engineering and technology Civil engineering
Electrical engineering
Electronic engineering
Information engineering
Mechanical engineering
Chemical engineering
Materials engineering
Medical engineering
Environmental engineering
Environmental biotechnology
Industrial biotechnology
Nano-technology

Agricultural and veterinary sciences Agriculture
Forestry
Fisheries
Animal and dairy science
Veterenary science
Agricultural biotechnology

Social sciences Psychology
Cognitive sciences
Economics
Business
Finance
Tourism
Education
Sociology
Law
Political Science
Government
Geography

Humanities and the arts History
Archeology
Anthropology
Literature
Philology
Linguistics
Philosophy
Ethics
Religion
Arts

Table 2: List of domains based on FORD and ELE classifications
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C. List of NLP Tasks

Class NLP Task

Text and speech processing Optical character recognition
Speech recognition
Speech segmentation
Text-to-speech
Word segmentation (Tokenization)

Morphological analysis Lemmatization
Morphological segmentation
Part-of-speech tagging
Stemming

Syntactic analysis Grammar induction
Sentence breaking
Parsing

Lexical semantics Lexical semantics
Distributional semantics
Named entity recognition
Sentiment analysis
Terminology extraction
Word-sense disambiguation
Entity linking
Multiword Expressions

Relational semantics Relationship extraction
Semantic parsing
Semantic role labelling

Discourse Coreference resolution
Discourse analysis
Implicit semantic role labelling
Recognizing textual entailment
Topic segmentation
Argument mining
Anaphora resolution
Temporal processing

Higher-level NLP applications Automatic summarization
Grammatical error correction
Machine translation
Natural-language understanding
Natural-language generation
Book generation
Document AI
Dialogue management
Question answering
Text-to-image generation
Text-to-scene generation
Text-to-video
Information retrieval
Information extraction
Multimodal systems
Automated writing assistance
Text simplification
Author profiling
Spam detection
Virtual agents and chatbots

Table 3: List of NLP tasks
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D. Number of Articles presenting Research about a certain Domain

Figure 5: Number of articles presenting research about a certain domain
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E. Number of Articles presenting Research about a certain NLP Task

Figure 6: Number of articles presenting research about a certain NLP task
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F. Domains which are mostly associated with the Top 10 NLP Tasks

NLP Task Domains

Machine Translation Arts, Biological Sciences, Business, Cognitive Sciences, Education,
Ethics, Finance, Government, History, Law, Literature, Psychology,
Religion, Sociology, and Tourism

Parsing Arts, Biological Sciences, Business, Education, Finance, Government,
History, Law, and Literature

Question Answering Arts, Biological Sciences, Business, Education, Government, History,
Law, and Religion

Sentiment Analysis Business, Finance, Psychology, and Religion
Word Segmentation Business, Education, Government, and Religion
Part-of-Speech tagging Education
Named-entity recognition Business
Information Extraction Business and Government
Speech recognition Business and Education
Information retrieval Education

Table 4: Domains which are mostly associated with the top 10 NLP tasks
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Abstract

This paper presents a set of experiments on fine-tuning LLMs to produce high-precision semantic representations

for the NLU component of a dialog system front-end. The aim of this research is threefold. First, we want to explore

the capabilities of LLMs on real, industry-based use cases that involve complex data and strict requirements on

results. Since the LLM output should usable by the application backend, the produced semantic representation must

satisfy strict format and consistency requirements. Second, we also want to assess the language scalability of the

LLMs in this kind of applications; specifically, whether a multilingual model is able to cast patterns learnt from one

language to other ones –with special attention to underresourced languages–, thus reducing required training data

and computation costs. Finally, we want to evaluate the cost-benefit of open-source LLMs, that is, the feasibility

of running this kind of models in machines affordable to small-medium enterprises (SMEs), in order to assess how

far this organizations can go without depending on the large players controlling the market, and with a moderate use

of computation resources. This work was carried out within an R&D context of assisting a real company in defining

its NLU model strategy, and thus the results have a practical, industry-level focus.

Keywords:Large Language Models, Natural Language Understanding, Fine Tuning, NL assistants, Goal-Driven

Dialog Systems, LLMs carbon footprint, Underresourced languages

1. Introduction

Many NLP applications demand a Natural Lan-

guage Understanding (NLU) component able to

transform language utterances into structured rep-

resentations satisfying the requirements of the ap-

plication backend. Some examples are database

natural language interfaces, domotic assistants,

voice-activated computer desktop assistants, and,

in general, any goal-oriented dialog system be-

yond mere Q&A or recreational chatbots, aiming

at helping the user to accomplish complex goals

such as booking a flight or paying taxes. All these

applications do not require a plausible textual re-

sponse, but a highy precise set of complex ar-

guments for the user intent (which taxes should

be paid, from which bank account, which light at

home should be turned off and when, which file

should be moved to what folder and under what

name, etc.)

In this study, we delve into a series of experiments

on tuning Large Language Models (LLMs) for gen-

erating precise semantic representations within a

dialog system. The research is structured around

three primary objectives:

First, we investigate the potential of LLMs to han-

dle complex, real-world scenarios in the industry.

The aim is to ensure that the semantic outputs

from the LLMs meet strict standards of format and

consistency for seamless integration into applica-

tion backends.

Secondly, we explore the scalability of LLMs

across diverse linguistic landscapes, particularly

their ability to support low-resourced languages.

We aim to ascertain whether a multilingual model

can transfer knowledge from well-resourced lan-

guages to those with fewer resources, thereby re-

ducing the need for extensive training data and

computational resources, favoring environmental

and economic sustainability.

Lastly, a significant portion of our research is ded-

icated to evaluate the viability of leveraging open-

source LLMs in a way that is economically and

environmentally sustainable for small to medium-

sized enterprises (SMEs). This involves exploring

how these companies can use advanced language

models without exacerbating environmental im-

pacts or depending on large market-dominating

corporations.

Conducted within a R&D framework aimed at as-

sisting a start-up company in formulating its Nat-

ural Language Understanding (NLU) model strat-

egy, this investigation offers insights with a practi-

cal, industry-oriented focus, highlighting the envi-

ronmental impact and the challenge of inclusivity

for low-resourced languages.

2. Background

Dialog systems, personal assistants, and other ap-

plications requiring precise understanding of user

commands or queries have become ubiquitous in
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various sectors, including healthcare, customer

service, and business, among others. NLU is

a crucial component in these systems, responsi-

ble for transforming unstructured human language

into a format that can be understood and pro-

cessed by the application backend.

The recent launch of Large Language Models

(LLMs) such as OpenAI GPT (OpenAI, 2023),

Llama (Touvron et al., 2023), Falcon (Almazrouei

et al., 2023), GPT-j (Wang and Komatsuzaki,

2021), GPT-neo (Black et al., 2021), Bloom (Big-

Science Workshop, 2022), or Mistral (Jiang et al.,

2023), among others, has opened a large range

of possibilities for all NLP applications. LLMs have

shown to have powerful language “understanding”

capabilities (Goldstein et al., 2023; Olney, 2023;

Tsoutsanis and Tsoutsanis, 2024), being able to

perform tasks such as entity recognition and clas-

sification (NERC), sentiment analysis, paraphras-

ing, summarization, or translation, with a quality

close to human performance. Moreover, these

models are able to generate syntactically (and of-

ten semantically) correct code in a variety of pro-

gramming languages.

LLMs have been used as components in tra-

ditional NLP pipelines, proving able to perform

NERC and relation extraction (Paolini et al., 2021;

Ren et al., 2021), Semantic Role Labeling (Paolini

et al., 2021), Coreference Resolution (Paolini

et al., 2021), Event Extraction (Paolini et al., 2021;

Du et al., 2021; Lu et al., 2021; Li et al., 2021),

aspect-based sentiment analysis, or slot filling

(Athiwaratkun et al., 2020; Rongali et al., 2020;

Zhang et al., 2021). See (Min et al., 2023) for a

detailed survey on the use of LLMs for NLP tasks.

However, using LLMs to perform partial NLP

analysis has the same problems than traditional

pipelines. On the one hand, the output is usu-

ally produced as annotated text, which requires a

postprocessing step to integrate the relevant infor-

mation. On the other, integrating the results from

different stages into a unique semantic represen-

tation may lead to inconsistencies when outputs of

different models are merged together.

LLMs’ natural environment is end-to-end tasks in-

volving natural language in both the input and

the output: machine translation, summarization,

sentiment analysis, question answering, and, ob-

viously, chatbots. However, the completion-like

chatbots that LLMs can successfully produce are

far from being able to satisfy the strict formatting

and semantic constraints needed by the backend

of goal-oriented dialog systems.

Existing research on LLMs has focused either on

performing low-level NLP tasks (NERC, corefer-

ence resolution, parsing, slot-filling), or on high-

level user-oriented language tasks (translation,

summarization, information extraction, question

answering, etc.), but fewer efforts have been de-

voted to making LLMs produce actionable output.

Noteworthy approaches in this direction include

the elaboration of plans to achieve a goal (Huang

et al., 2022) or the translation of commands into

API calls (Patil et al., 2023). In a line similar to the

latter, we aim to use LLMs to produce structured

complex semantic representations from text that

are suitable to the requirements of an application

backend in a real-world industrial scenario.

Although LLMs are able to generate code, and

thus they can provide a well-formatted semantic

structure for a sentence when requested to do so,

the resulting structure will not necessarily match

the constraints of the backend, neither the pro-

duced representation will be consistent between

different requests. Yet, LLMs can be fine-tuned

with a reasonable effort to produce, with high pre-

cision, a semantic structure matching the spec-

ifications of a dialog system or assistant back-

end. The tuned models (even “light” versions

–with about 6B parameters) are able to create cor-

rect structures even for very complex utterances

where any classical NLU pipeline would fail at

some point.

3. Target Application

In this paper, we approach the usability of LLMs at

the core of a user interface NLU component for an

office assistant in charge of automating admin-

istrative and management tasks of different com-

plexity degrees, like sending messages via vari-

ous means (email, SMS, telegram, etc.), schedul-

ing meetings, or managing files.

We focused on the 7 basic intents presented in Ta-

ble 1 (intents i01 to i07). Most of them are instruc-

tions for actions for the system to perform (e.g.,

send an email), except for intents i01 and i04,

which can only be events that the system must be

sensitive to (e.g. in intent i01 the user cannot com-

mand the system to receive a message, but only

to be aware of whether a message is received, i.e.

as a trigger for some other action). On the other

hand, intents i02 and i03 can be both actions for

the system to perform and events to be sensitive

to (e.g. the system can be instructed either to send

an email message or to monitor whether the user

does it herself).

We also experimented with composite intents (in-

tents i08 and i09) and included also a set of ran-

dom sentences to train the system to disregard un-

related content (intent i00).

4. Data

4.1. Semantic Representation

The JSON schema for the target semantic repre-

sentation specifies: (a) the appropriate class for
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ID Intent Process type Example

Basic Intents

i00 Intent non-related content N/A
They went looking for you several times.

His brother came looking for us.

i01 Receiving a message
Event

An email message from pepe@gmail.com

arrives to my outlook account with subject

”invoice” and a PDF attachment.

i02 Sending messages

Action

Forward to my personal account any

email from Lola arriving to my

corporate account.

Event

When anybody from my company replies

with an attachment a message

from a BSC employee

i03 Creating calendar events

Action

Invite Lola from BSC to a meeting called

“weekly catchup” for every Wednesday at

9am, in office M3.

Event
If I’m invited to a meeting on weekdays

at 6pm on my Google Calendar

i04 Scheduling a system action

Event Wait for 2 hours.

Event Every day at 3:30pm.

Event One week later.

i05 Generating web forms Action

Create a form called “Personal information”

asking for basic demographic and contact

data, and email its URL to Lola.

i06 Storing files Action
Store the new file in my cloud unit to

folder MyDocs/customers/

i07 Adding data to a spreadsheet Action

Add the values from the form fields “Name”,

“DOB” and “Email” as the last row in

spreadsheet users-data.xslx

Composite Intents

i08 Combination of Intents i04 & i02 Event + Action
Every Friday at 3pm, send a message to

Lola with the file ”summary.xls” attached

and subject ”weekly report”

i09 Combination of Intents i03 & i02 Event + Action

If Lola invites me to a meeting on Monday,

morning, send her a message via Teams

with text ”Sorry, I can not make it”.

Table 1: Intents targeted by the NLU model

each intent, together with its relevant parameters;

(b) the appropriate type for each of these param-

eters (string, integer, array, object); (c) any con-

straint on the possible values for these parame-

ters (e.g., an integer value must be within a given

range, an object value can only be of a certain

class); and (d) the optionality for each parameter.

The job of the NLU model is to identify the in-

tent in the user utterance and convert it into a

JSON structure compliant with the schema used

by the assistant backend. For instance, Figure 1

shows the representation for the following sen-

tence, which belongs to intent i09:

If Lola invites me to a meeting on Mon-

day morning in room S1.207, send her a

message via Teams with text ”Sorry, I’m

booked”

The semantic representation for this sentence

must be an object of class CalendarEventAdded,
followed by an object of class Send. The former

requires slots process-type and event-object.
The latter is in turn instantiated by an object of

class CalendarEvent with parameters organizer,
attendees, subject, location, start-time (and

optionally end-time and duration). Event param-

eters organizer and attendees are instantiated

by objects of class User, and parameter start-
time is instantiated by an object of class TxSet.
The second Send object also has its own require-

ments on the expected parameters. Note how the

coreference between her and Lola is resolved set-

ting Lola as the recipient of the TeamsMessage.

Our schema manages 8 classes for modeling

actions/events and 19 for entities of different

sorts: messages, calendar events, users, forms,

files, spreadsheet data, time expressions, etc.

Some of those classes have also subclasses

(e.g., class Message can be further specified into

EmailMessage, SMSMessage, TelegramMessage,
TeamsMessage, etc.). Finally, there are also a few

classes that represent grammatical aspects of the
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[ { ” c lass ” : ” CalendarEventAdded ” ,

” process−type ” : ” Event ” ,

” event −ob jec t ” : {

” c lass ” : ” CalendarEvent ” ,

” l o ca t i o n ” : ” room S1.207 ” ,

” sub jec t ” : ” _unknown ” ,

” at tendees ” : [

{ ” c lass ” : ” User ” ,

” lemma” : ”me” ,

” org−name” : ” _mine ” ,

” user − i d ” : ” _unknown ” ,

” user −name” : ”_me”

}

] ,

” o rgan izer ” : {

” c lass ” : ” User ” ,

” lemma” : ” l o l a ” ,

” org−name” : ” _unknown ” ,

” user − i d ” : ” _unknown ” ,

” user −name” : ” Lola ”

} ,

” s t a r t − t ime ” : {

” c lass ” : ” TxDateTime ” ,

”when ” : {

” par to fday ” : ”MORNING” ,

” weekday ” : ”MONDAY”

}

}

}

} ,

{

” c lass ” : ”Send ” ,

” process−type ” : ” Act ion ” ,

” sent −ob jec t ” : [ {

” c lass ” : ”TeamsMessage ” ,

” sub jec t ” : ” Sorry ,  I 'm booked ”

” r e c i p i e n t ” : [

{ ” c lass ” : ” TeamsUser ” ,

” lemma” : ” l o l a ” ,

” org−name” : ” _unknown ” ,

” user − i d ” : ” _unknown ” ,

” user −name” : ” Lola ”

}

] ,

” sender ” : {

” c lass ” : ” TeamsUser ” ,

” lemma” : ” . i m p l i c i t . ” ,

” org−name” : ” _mine ” ,

” user − i d ” : ” _unknown ” ,

” user −name” : ”_me”

}

}

]

}

]

Figure 1: JSON representation for instruction: If Lola

invites me to a meeting on Monday morning in room

S1.207, send her a message via Teams with text ”Sorry,

I’m booked”

Process Classes

None 663 ScheduledEvent 3758

ProcessCalEvent 3862 SendMessage 3971

ProcessSpreadsheet 579 SendForm 781

ReceiveMessage 1279 StoreFile 942

Entity Classes

Attachment (ms) 1969 Form (fo) 781

CalendarEvent (ev) 3862 Message (ms) 6031

DatumField (sp) 300 DateTime (tx) 4195

DatumFrame (sp) 579 Duration (tx) 838

DatumLocation (sp) 579 DurationLen (tx) 838

DatumPosition (sp) 710 Set (tx) 3280

Field (fo) 1143 SetRepeat (tx) 3280

FieldValidation (fo) 1143 TxWhen (tx) 6807

File (fi) 4432 User (us) 19459

FileLocation (fi) 1316

Classes for grammatical information

CorefLocat (co) 926 CorefStep (co) 926

CorefObj (co) 1041 Cardinality (ca) 707

Table 2: Parent classes, their frequencies and the kind
of information they encode. Legend: (ca) entity cardi-

nality, (co) coreference, (ev) events, (fi) files, (fo) forms,

(ms) messages, (sp) spreadsheet data, (tx) time expres-

sions, (us) users.

utterance, namely coreference and entity cardinal-

ity. Table 2 presents the frequencies in the dataset

of the top classes in the hierarchy.

Note that many intent parameters require a value

that is an object, which, in turn, may also have

parameters requiring other objects. Thus, the re-

sulting semantic structures can be quite complex,

with several nesting levels. As a result, the needed

NLU model is multi-level: it not only must discern

among the 8 types of basic intents –which would

be a simple task for a classical ML classifier– but

also to identify the relevant language fragments

expressing their parameters, and properly com-

bine the detected objects in compliance with the

representation schema constraints.

4.2. Datasets

To train and test our models, we used sets of utter-

ances expressing instructions for the intents pre-

sented above, together with their representation

in JSON. That data is developed and owned by a

startup company dedicated to build NLU-based of-

fice assistants. The dataset was created following

a semi-automatic process that combines steps of

manual curation and AI-based synthetic data aug-

mentation, completed with a final phase for a fully

manual check to ensure optimum data quality.

We used data in 3 different languages: Catalan,

English, and Spanish. The number of total sen-

tences used for each intent (train and test) is pro-

vided in Table 3. In addition, for evaluating the

benefits of multilingual vs. monolingual models we

also used a smaller subset with only English and

Spanish data for intents i01 and i02. See Section
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Basic Composite

intents intents

Language Task i00 i01 i02 i03 i04 i05 i06 i07 i08 i09 Total

Catalan
Train 0 56 71 58 704 37 33 112 46 56 1173

Test 0 23 36 30 80 12 16 38 31 30 296

English
Train 270 529 597 625 829 308 397 252 507 481 4795

Test 61 90 87 108 101 70 54 52 102 73 798

Spanish
Train 256 502 542 584 682 305 393 99 484 480 4327

Test 76 79 107 107 90 49 49 26 99 107 789

Table 3: Number of sentences used for each intent and language (alphabetically sorted).

5.2 for a more detailed explanation.

5. Experiments and Results

We used the dataset described above to carry out

different experiments aiming to shed light on three

main questions: (1) whether LLMs are able to

transform complex user instructions into a JSON

semantic representation satisfying strict syntactic

and semantic constraints required by the appli-

cation backend, (2) whether a single multilingual

model is better than tuning language-specialized

models, (3) whether this multilingual model is able

to process new languages with none or small data,

and thus easing the support to under-resourced

languages, and (4) whether existing open access

LLMs are an effective alternative to existing propri-

etary LLM services, reducing the dependence on

large models with large carbon footprint.

In all cases, JSON structures produced by the

model where compared to a gold standard and

evaluated both at the slot and sentence levels:

• For slots, we compute precision, recall, and

F1. A slot is considered to be rightly extracted

if it has the right value and it is in the right

location inside the JSON structure.

• At sentence level, we compute the percent-

age of sentences with 100% accuracy (ex-

tracted JSON identical to the gold standard)

and the percentage of sentences with an un-

usable output (non-parseable JSON).

The pre-trained LLMs that we analyzed include,

on the one hand, five proprietary models owned

by OpenAI: Ada (350M parameters), Babbage

(1.3M parameters), Curie (6.7B), Davinci (175B)

and gpt-3.5-turbo (20B)1, and on the other hand,

four open access LLMs: GPT-j (Wang and Komat-

suzaki, 2021), Falcon (Almazrouei et al., 2023),

Mistral (Jiang et al., 2023), and Flor (BSC,

2023)2. For all open access models, the version

around 6-7 billion parameters was used.

1The size of gpt-3.5-turbo is not officially disclosed by

OpenAI but it is assumed to be around 20B parameters.
2Flor is a Bloom version reinforced with additional

Spanish and Catalan data.

5.1. Preliminary explorations

First trials involved using zero-shot and few-shot

via prompting, where the model was asked to pro-

duce a JSON structure for a sentence after being

given a few examples of the expected output.

As can be expected, the complexity of the required

output structures and the variety of targeted in-

tents is too wide for the models to grasp with only

a few examples, and they behaved creatively with

respect to which slots the JSON structure must

contain and where to locate them, producing re-

sults unusable by the backend component.

Thus, fine-tuning was selected as the strategy to

follow, since it allows to provide a larger number of

examples and to adjust the model to the specific

needs of the application.

Also, initial fine-tuning experiments with OpenAI

proprietary models showed that Ada and Babbage

had a performance under the minimum usability

(under 70% F1 at slot level, under 50% sentences

with perfect structure, over 10% sentences with

invalid JSON output). Davinci had the best re-

sults, followed by Curie. Since the performance

difference between them was under two percent

points and Curie’s economic cost was 10 times

smaller, we chose Curie as our reference propri-

etary model. This allowed us to perform more

thorough experimentation and to use larger tuning

datasets. Later replacement of Curie and Davinci

with gpt-3.5-turbo allowed as to include this newer

model in the study.

5.2. Language Scalability

Firstly, we explored whether a multilingual model

would be able to cast the patterns learnt from one

language to another, or if instead a monolingual

model for each target language was better. Table

4 shows the results of tuning different models for

each target language versus tuning a single mul-

tilingual model. We ran that on the subset of En-

glish and Spanish data for intents i01 and i02.3 We

used Curie with 4 epochs, LR multiplier of 0.1, and

default batch size (8).

3Since this piece of work was part of defining a lan-

guage model strategy for the company, those were the

only datasets available at that point.
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Secondly, we explored if the inclusion of new lan-

guages into the system would benefit from the

datasets for the already available languages, or

would require extending the dataset. We spec-

ulated on such a feasibility due to the proximity

of 2 of the languages involved: Spanish (already

present in the multilingual model) and Catalan (the

new language to be incorporated). We ran an ex-

periment in which the new Catalan dataset was

used only for testing, and a second one in which

we split that dataset into 75% for training and 25%

for testing. Results are presented in Table 5.

P R F1 Perf Fail

English

Mono 88.0 88.1 88.1 38.4 0.0

Multi 92.4 92.6 92.5 42.0 0.0

Spanish

Mono 91.6 91.2 91.4 37.9 0.7

Multi 92.3 93.0 92.6 38.6 0.0

Table 4: Results for fine-tuning with monolingual vs.

multilingual models. Using English and Spanish data

for intents 01 and 02.

P R F1 Perf Fail

No Catalan training data

Catalan 88.0 87.2 87.6 28.0 0.4

English 94.8 94.7 94.8 61.6 0.0

Spanish 97.7 97.7 97.7 78.0 0.0

Some Catalan training data

Catalan 96.5 96.8 96.6 61.2 0.0

English 95.2 95.4 95.3 63.4 0.1

Spanish 98.3 98.4 98.3 82.8 0.0

Table 5: Results of the multilingual model when fine-

tuned only with English and Spanish data (top) or also

including Catalan data – 11.4% of the total training

dataset (bottom). Data for intents 01 and 02 is used.

5.3. Fine-tuning experiments

To compare proprietary and open access models,

we tuned all of them with the same dataset and

compared the results. Different combinations of

learning rate, epoch number, and batch size were

tried to select the best for each model.

Best overall results for each model are shown

in Table 6. For each language, slot-wise preci-

sion/recall/F1 is reported, as well as percentage

of perfect sentences and unusable JSON cases.

Best parameterization for Curie is 4 epochs, 0.2

learning rate multiplier, and batch size 8. For the

open accessmodels, 2 epochs, 10−5 learning rate,

and batch size 4 (for GPU memory limitations).

As shown in Table 6, Curie and Mistral obtain the

best results. Curie is slightly better in English, and

Mistral wins by a narrow margin in Catalan and

Spanish. However, the difference is not statisti-

cally significant. The other open access models

do not achieve the same performance and are all

in a similar range of results.

It is noteworthy that despite being much larger

than Curie and Davinci –and thus supposed to be

a better model– gpt-3.5-turbo obtains results simi-

lar to those of the worst open access models. The

reason seems to be that gpt-3.5-turbo is too ori-

ented to chat and it tends to get too creative in

the produced JSON structures and often fails to

respect the output requirements. An second pos-

sibility could be that it has a stronger resilience to

fine-tuning.

These results prove the ability of fine-tuned LLMs

to produce strict constraint-compliant semantic

representations of complex user utterances, there-

fore allowing to be used in an application backend

such that for an advanced office assistant.

With regard to the usability of open accessmodels,

Table 7 shows performance results of the two best

models (Curie and Mistral) detailed at intent level.

Intent-wise, the differences are small in most in-

tents, but in some cases (such as intents i03 and

i04), there is a significant difference in either one

or the other direction. Results for Spanish are bet-

ter than for the two other languages because the

Spanish dataset sentences are less complex.

6. Discussion

Given the results above, we can evaluate our initial

questions: What are the capabilities of LLMs on

real industry-based use cases requiring high pre-

cision NLU (Section 6.1); what is the model scal-

ability to new languages (Section 6.2); and finally,

what is the cost-benefit relation of comercial vs.

open-source LLMs for SMEs (Section 6.3).

6.1. Usability of LLMs for high-precision
NLU

As seen in Table 6, the average percentage of un-

usable output sentences (%Fail) per language is

at most 0.3% for both Curie and Mistral; in fact, it

is 0% for most intents in both cases. These are

remarkably positive results considering the strict

format required by the office assistant backend.

Moreover, the percentage of perfect sentences

(%Perf) is reasonably acceptable, as it is around

65% for Catalan and English, and even in a much

higher rate for Spanish: 79%. The fact that a sen-

tence is not classified as perfect does not preclude

the dialog system to process it. It just means that

the JSON structure contains extra slots or misses

some expected ones, which can often be man-

aged by the backend or by the users interacting

through the system’s GUI. The difference between

Spanish (79%) and Catalan and English (65-68%)

has to do with the nature of the user sentences

in our Spanish dataset, which are in general syn-

tactically simpler andmore homogeneous than the
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Catalan English Spanish

model P R F1 Perf Fail P R F1 Perf Fail P R F1 Perf Fail

curie 96.3 95.7 96.0 65.2 0.0 95.8 95.7 95.7 62.5 0.3 97.5 97.2 97.3 78.6 0.0

gpt-3.5 90.4 88.0 89.2 58.4 7.8 93.6 90.4 92.0 51.3 4.6 95.5 94.0 94.7 71.2 3.7

Mistral 96.7 96.7 96.7 67.9 0.0 95.7 95.3 95.5 65.2 0.4 97.6 97.7 97.7 79.3 0.3

Falcon 89.6 89.5 89.5 39.5 0.3 92.5 92.3 92.4 48.7 0.8 95.4 95.2 95.3 67.3 0.4

GPT-j 90.6 89.9 90.2 42.6 0.3 92.5 92.6 92.6 51.5 0.8 95.2 94.7 94.9 66.5 0.6

Flor 95.6 94.5 95.1 61.8 1.4 94.1 89.3 91.6 53.6 3.5 96.4 90.1 93.1 70.5 4.3

Table 6: Results for different LLMs fine-tuned and evaluated on our target dataset. Curie and gpt-3.5-turbo are

openAI proprietary models, and the rest are open access models. Columns P, R, F1 show slot-wise precision, recall

and F1. Column Perf shows the percentage of senteces with perfect JSON. Column Fail shows the percentage of

sentences with unusable ill-formed json.

Catalan

Curie Mistral

intent P R F1 Perf Fail P R F1 Perf Fail

intent 01 94.9 94.9 94.9 73.9 0.0 94.9 94.9 94.9 73.9 0.0

intent 02 95.4 95.4 95.4 66.7 0.0 96.6 97.3 96.9 75.0 0.0

intent 03 98.0 97.0 97.5 80.0 0.0 96.2 96.0 96.1 66.7 0.0

intent 04 93.5 94.2 93.9 70.0 0.0 96.5 97.4 96.9 83.8 0.0

intent 05 96.7 95.3 96.0 58.1 0.0 97.7 97.3 97.5 54.8 0.0

intent 06 97.1 96.3 96.7 43.3 0.0 97.9 97.6 97.7 53.3 0.0

intent 07 99.6 99.6 99.6 91.7 0.0 97.9 97.9 97.9 75.0 0.0

intent 08 98.0 98.0 98.0 68.8 0.0 98.7 96.3 97.5 81.2 0.0

intent 09 94.4 94.6 94.5 50.0 0.0 93.6 94.1 93.9 39.5 0.0

TOTAL 96.3 95.7 96.0 65.2 0.0 96.7 96.7 96.7 67.9 0.0

English

Curie Mistral

intent P R F1 Perf Fail P R F1 Perf Fail

intent 00 88.2 98.4 93.0 98.4 1.6 100.0 100.0 100.0 100.0 0.0

intent 01 95.3 95.3 95.3 68.9 0.0 91.1 91.1 91.1 58.9 0.0

intent 02 96.2 95.2 95.7 63.2 1.1 97.7 97.7 97.7 70.1 0.0

intent 03 91.9 92.5 92.2 47.2 0.0 92.7 93.5 93.1 49.1 0.0

intent 04 96.2 96.1 96.2 78.2 0.0 98.2 98.7 98.4 89.1 0.0

intent 05 96.2 95.8 96.0 46.1 0.0 95.5 94.2 94.9 42.2 2.0

intent 06 97.9 97.7 97.8 52.1 0.0 97.9 97.6 97.7 58.9 0.0

intent 07 98.3 97.9 98.1 72.9 0.0 98.1 96.8 97.5 71.4 1.4

intent 08 93.8 93.6 93.7 50.0 0.0 94.3 94.0 94.1 57.4 0.0

intent 09 96.3 95.8 96.1 55.8 0.0 97.0 97.0 97.0 67.3 0.0

TOTAL 95.8 95.7 95.7 62.5 0.3 95.7 95.3 95.5 65.2 0.4

Spanish

Curie Mistral

intent P R F1 Perf Fail P R F1 Perf Fail

intent i00 97.4 99.1 98.3 98.7 0.0 90.7 97.8 94.1 97.4 1.3

intent i01 97.9 97.8 97.8 82.3 0.0 98.7 98.7 98.7 84.8 0.0

intent i02 96.3 96.5 96.4 72.0 0.0 96.4 97.2 96.8 75.7 0.9

intent i03 98.0 98.0 98.0 84.1 0.0 98.1 97.9 98.0 84.1 0.0

intent i04 98.7 98.5 98.6 90.0 0.0 98.7 98.5 98.6 91.1 0.0

intent i05 97.4 96.9 97.1 72.7 0.0 97.5 97.4 97.5 70.7 0.0

intent i06 97.6 96.9 97.2 65.4 0.0 98.0 97.5 97.8 62.6 0.0

intent i07 98.9 99.0 98.9 87.8 0.0 99.0 99.0 99.0 87.8 0.0

intent i08 97.7 97.7 97.7 77.6 0.0 98.3 98.3 98.3 77.6 0.0

intent i09 92.0 94.5 93.2 34.6 0.0 92.9 95.0 93.9 53.8 0.0

TOTAL 97.5 97.2 97.3 78.6 0.0 97.6 97.7 97.7 79.3 0.3

Table 7: Results for Curie and Mistral on different languages. Columns P, R, F1 show slot-wise precision, recall

and F1. Column Perf shows the percentage of senteces with perfect JSON. Column Fail shows the percentage of

sentences with unusable ill-formed json.

sentences for the other two languages.

A qualitative analysis of the results shows that

many of the errors concentrate in slots related

to grammatical properties of the input sentences,
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such as properly identifying entity cardinality (e.g.,

sending all the emails vs. 3 emails vs. an email)

or representing coreference information (e.g. the

meeting that Pepa set up in the previous step or

the email that I just sent) so that the backend can

retrieve the refered entity.

Another source of error involves time expressions

(e.g., within 2 hours, every Monday, or Wednes-

day at 15:30h). Here, the most challenging lan-

guage for both LLMs is Catalan, which suggests

a scarce presence of Catalan time expressions in

the pretraining data for both models.

Finally, a further area of error has to do with iden-

tifying named entities, both prototypical (people

and organization names) and expressions such as

names for Teams/Slack channel (e.g. #dev-team),

folders (e.g., MyDocuments/Invoices) and drives

(e.g., the C unit, our cloud drive, etc.).

6.2. Cross-language generalization

A second conclusion from our exploration is that

the multilingual model takes advantage of cross-

linguistic information, obtaining better results than

the models tuned on single languages. Results in

Table 4 show that the multilingual model yields an

F1 between 1 and 4 points higher than separated

monolingual models.

With regard to the extension to new languages,

Table 5 (top) shows that the multilingual model

delivers quite acceptable results for Catalan data

when it is unseen in the fine-tuning data. How-

ever, these results for Catalan are still far from

the great performance for English (around 94.7%)

and especially from Spanish (around 97.7%), from

which it should supposedly benefit the most, not to

mention the poor score of only 28%Perfect parsed

sentences for Catalan, as opposed to scores over

60% for the other two languages.

While it is obvious that the multilingual model is

capable to generalize over a third unseen lan-

guage, the advantage of the multilingual model

over monolingual ones seems to be mainly due

to the fact that it is fine-tuned with twice as much

data. The benefit of larger datasets for fine-tuning

can be also attested in the bottom half of Table 5.

Note that the results for English and Spanish also

slightly improve when an additional small dataset

of Catalan training data is incorporated (containing

1173 datapoints, which amounts to only 11.4% of

the multilingual training dataset).

6.3. Open-source LLMs as an alternative

Although the performance of Mistral in terms of

output quality is comparable, or even slightly bet-

ter than that of Curie, processing speed is another

key issue to be considered when planning to de-

velop an open access LLM-based app or service.

Inference on Curie via OpenAI API runs at about

400 tokens/second, and processes one average

utterance in 2.5 seconds, including network la-

tency. By contrast, Mistral inference runs locally

on a Nvidia RTX-3090 GPU (24Gb) at 17 tokens

per second, with an average of 15 seconds per ut-

terance, which is not suitable for real-time applica-

tions. However, the same Mistral model quantized

to 4-bits, runs on the same RTX-3090 at a speed

similar to that offered by OpenAI models, with a

very small loss in performance, which definitely

opens the door to in-house usage of open access

LLMs in applications developed by start-ups and

SMEs, enabling not only an economic cost reduc-

tion, but also a lighter carbon footprint.

7. Conclusions & Further Work

Our experiments point out that fine-tuned LLMs

are a good choice for the NLU component of goal-

driven dialog systems. Also, evaluated open ac-

cess models are able to compete with proprietary

models in output quality and speed. However, if

a multi-user app or a SaaS application attending

many customers simultaneously are envisioned,

the cost of dedicated hardware may rise very fast

and pay-per-use may be a cheaper option. Tech-

nological independence must also be taken into

account. Big companies such as openAI not only

have a larger carbon footprint, but also take strate-

gic decisions that may negatively impact the per-

formance of applications based on their models4.

Finally, multilingual models can deal with unseen

languages to an acceptable degree, although

adding even a small amount of data for the new

language contributes to an overall improvement.

Future lines of research include a wider explo-

ration on quantization to increase speed and re-

duce carbon footprint, while maintaining as much

quality as possible, as well as exploring new lighter

open accessmodels that may run locally or even in

a phone or tablet (Google, 2023; Microsoft, 2023).

On the dataset front, we want to improve the de-

gree of sentence heterogeneity, in particular con-

cerning Spanish. A second line of data improve-

ment has to do with incorporating more sentences

displaying those features for which the models

tended to performed the worst; in particular, entity

cardinality, coreferences, and time expressions of

different kinds. Last but not least, we plan to widen

the range of supported intents by incorporating

more office-related tasks, as well as to integrate

a larger variety of languages.

4OpenAI recently deprecated Curie leaving gpt-3.5-

turbo as the only available alternative, which in our case

yields significantly worse results at a higher cost.
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Abstract
Large Language Models (LLMs) demonstrate strong machine translation capabilities on languages they are trained
on. However, the impact of factors beyond training data size on translation performance remains a topic of debate,
especially concerning languages not directly encountered during training. Our study delves into Llama2’s translation
capabilities. By modeling a linear relationship between linguistic feature distances and machine translation scores,
we ask ourselves if there are potentially better central languages for LLMs other than English. Our experiments
show that the 7B Llama2 model yields above 10 BLEU when translating into all languages it has seen, which rarely
happens for languages it has not seen. Most translation improvements into unseen languages come from scaling
up the model size rather than instruction tuning or increasing shot count. Furthermore, our correlation analysis
reveals that syntactic similarity is not the only linguistic factor that strongly correlates with machine translation scores.
Interestingly, we discovered that under specific circumstances, some languages (e.g. Swedish, Catalan), despite
having significantly less training data, exhibit comparable correlation levels to English. These insights challenge the
prevailing landscape of LLMs, suggesting that models centered around languages other than English could provide a
more efficient foundation for multilingual applications.

Keywords: Llama2, machine translation, linguistic distances

1. Introduction

Large Language Models (LLMs) have been a pop-
ular research topic in Natural Language Process-
ing (NLP) due to their remarkable performance on
various tasks including machine translation (Brown
et al., 2020; OpenAI, 2023; Touvron et al., 2023a,b).
Extensive evaluations on machine translation of the
popular GPT model family (OpenAI, 2023) have
suggested that they can translate high-resource lan-
guages (Robinson et al., 2023; Hendy et al., 2023).
However, it is rarely the case for low-resource or un-
derrepresented languages (Robinson et al., 2023;
Hendy et al., 2023; Stap and Araabi, 2023; Kadaoui
et al., 2023).

A straightforward approach for the lack of training
data in low-resource translation is to collect more
labeled data. However, investing in data creation
is nontrivial as it comes with challenges, including
the cost of such endeavors. For example, Aji et al.
(2022) described the absence of Wikipedia articles
on Indonesian regional languages and the chal-
lenges of labeled data collection for them, which
includes the lack of speakers, the diversity of di-
alects, and the lack of a writing standard. In addi-
tion, training large language models on more data
brings environmental consequences (Strubell et al.,
2019). In the long run, more training data may re-
quire longer GPU compute hours, which will release

more greenhouse gas emissions.

Aside from data creation, other techniques are
often employed as an alternative. A popular ap-
proach for multilingual or low-resource NLP is to
leverage other languages to benefit from cross-
lingual transfer. These approaches include using
them as pivot (Wijaya et al., 2017; Xia et al., 2019),
transfer learning (Gu et al., 2018; Nguyen and Chi-
ang, 2017), and joint training (Neubig and Hu, 2018;
Johnson et al., 2017). Improvements from such
methods indicate a strong influence of the pres-
ence of other languages in the training data. Given
that including related languages alongside the low-
resource language can improve performance (Xia
et al., 2019; Poncelas and Effendi, 2022; Gu et al.,
2018; Nguyen and Chiang, 2017; Neubig and Hu,
2018; Johnson et al., 2017), it is beneficial to in-
clude proximity measurements between these lan-
guages on evaluations, which can be done using
the vectors from the URIEL database (Littell et al.,
2017). The utilization of the URIEL database has
made evaluating multiple languages more explain-
able by leveraging linguistically aware feature vec-
tors from which linguistic distances can be com-
puted. These vectors have been utilized by previ-
ous works in various ways including determining
which language to use as transfer or pivot language
(Lin et al., 2019; Nambi et al., 2023) and measuring
language diversity (Ruder et al., 2021).
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It has been established that there are benefits
to using other languages in the training process.
However, multilingual labeled data creation is chal-
lenging. In this paper, we aim to provide hints to
narrow down future data collection strategies by
evaluating an existing LLM family. A constraint in
previous studies that assess the GPT model series
(Hendy et al., 2023; Robinson et al., 2023) has been
the fact that these models are proprietary, closed-
source systems that do not disclose information
regarding their training data. This presents a chal-
lenge as it remains unclear which languages are
included in the training of the models. On the other
hand, open-source LLMs such as Meta’s Llama2
(Touvron et al., 2023b), is more transparent about
its training process, including the languages that
are included in its training data. This makes the
model more suitable as a subject for our evaluation.

In this work, we are evaluating Llama2 (Touvron
et al., 2023b) for machine translation to highlight
its multilingual capability in languages it has or has
not seen during training. We also model a linear re-
lationship (through correlation scores) between the
linguistic feature distances and the translation met-
rics and use these scores as a basis for language
importance analysis. The goal of the analysis is to
narrow down the data investment effort by shed-
ding light on which language(s) may improve the
translation of other languages when included in the
training data. An efficient data collection strategy
will result in future multilingual LLMs that can be
trained and deployed more efficiently, thus promot-
ing sustainability. In summary, our contributions
are as follows:

1. We evaluate Llama2 and provide machine
translation scores of this model for 41 lan-
guages, 15 of which were not seen during its
training.

2. We reveal that increasing model parameters
is more effective in improving translation over
instruction tuning and few-shot learning.

3. Our research reveals that syntactic similar-
ity between languages is not the only lin-
guistic aspect that is strongly linked to ma-
chine translation performance. Surprisingly,
these strong correlations between linguistic
feature distances and machine translation per-
formances extend beyond English and hold
true across various languages, therefore open-
ing up the possibility of other better central
languages for multilingual LMs

2. Methodology

2.1. Machine Translation Evaluation

We experiment with languages reported in the train-
ing data of Llama2 (Touvron et al., 2023b), the list

Language Genus BLEU COMET-
22

German (deu) Germanic 33.68 0.83
Swedish (swe) Germanic 37.71 0.87
Dutch (nld) Germanic 27.45 0.84
Norwegian (nor) Germanic 29.54 0.86
Danish (dan) Germanic 36.21 0.86
French (fra) Romance 42.4 0.84
Spanish (spa) Romance 28.54 0.84
Italian (ita) Romance 28.78 0.85
Portuguese (por) Romance 43.21 0.87
Catalan (cat) Romance 35.92 0.84
Romanian (ron) Romance 31.58 0.84
Russian (rus) Slavic 28.21 0.85
Polish (pol) Slavic 22.34 0.83
Ukrainian (ukr) Slavic 26.03 0.83
Serbian (srp) Slavic 23.96 0.81
Czech (ces) Slavic 24.94 0.82
Bulgarian (bul) Slavic 29.57 0.83
Croatian (hrv) Slavic 21.3 0.81
Slovenian (slv) Slavic 19.51 0.77
Chinese (zho) Chinese 19.79 0.82
Japanese (jpn) Japanese 17.02 0.84
Vietnamese (vie) Vietic 28.77 0.82
Korean (kor) Korean 11.08 0.78
Indonesian (ind) Malayo-

Sumbawan
31.15 0.86

Finnish (fin) Finnic 18.08 0.82
Hungarian (hun) Ugric 18.4 0.78

Table 1: List of inllama languages along with their
ISO 639-3 codes, genus, and machine translation
scores obtained using one-shot Llama2-7B.

of which and their respective ISO 639-3 codes can
be found in Table 1. We refer to this set of lan-
guages as inllama. We also pick 15 languages not
reported in the training data which we will refer to
as outllama, presented in Table 2. It is important to
highlight that languages not explicitly mentioned in
Llama2 might still be present in the training data, al-
beit at a minuscule proportion of less than 0.005%
of its training data (Touvron et al., 2023b). Lan-
guages in outllama cover various language gen-
era and writing systems. The machine translation
evaluation is conducted using the FLORES-200
(Guzmán et al., 2019) benchmark as it is available
for numerous low-resource languages. We exclude
X→English translation directions to mitigate the risk
of potential data leakage, given that FLORES-200
uses Wikipedia for its English sentences. We also
exclude zero-shot translation as LLMs often get the
language wrong in this prompting setup as reported
by Robinson et al. (2023). We measure translation
quality using machine translation scores. Trans-
lation quality is measured with the BLEU score
(Papineni et al., 2002) and a model-based machine
translation metric (COMET-22 (Rei et al., 2022))
where applicable. COMET-22 is used to compen-
sate for the drawbacks of BLEU and vice-versa.

We aim to experiment with open-source LLMs
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Language Genus Writing
System

Afrikaans (afr) Germanic Latin
Galician (glg) Romance Latin
Macedonian (mkd) Slavic Cyrillic
Slovak (slk) Slavic Latin
Armenian (hye) Armenian Armenian
Basque (eus) Basque Latin
Georgian (kat) Kartvelian Georgian
Icelandic (isl) Germanic Latin
Igbo (ibo) Igboid Latin
Javanese (jav) Javanese Latin
Sinhala (sin) Indic Sinhala
Tagalog (tgl) Greater

Central
Philippine

Latin

Tamil (tam) Dravidian Tamil
Telugu (tel) Dravidian Telugu
Welsh (cym) Celtic Latin

Table 2: List of outllama languages and their ISO
639-3 codes. We also include in this table addi-
tional language information retrieved from WALS
(Dryer and Haspelmath, 2013)

that replicate proprietary models such as ChatGPT
(OpenAI, 2023) in terms of usability and safety. At
the time the Llama2 model was released and the
experiment design for this paper was constructed,
none of the open-source models are suitable sub-
stitutes for production models as they may not have
been aligned to match human preferences and
there may be a performance gap (Touvron et al.,
2023b). On account of this, we decided to move
forward only with the Llama2 model family. The
machine translation evaluation begins with one-
shot translations for both languages in inllama and
outllama using the vanilla 7B model. From this
experiment, we categorize languages that yield un-
der 10 BLEU as unlearned languages1. For the
unlearned languages, we experiment further with
model scale, chat version, and adding the shot
count to maximize the potential of in-context learn-
ing. Our choice of randomly picking 5 shots from
the validation set of FLORES-200 is motivated by
the experimental setup used by Hendy et al. (2023)
which states that increasing beyond 5 shots does
not result in meaningful improvement and shows
that selected quality shots do not always improve
more than 1 BLEU compared to random selections
for GPT (text-davinci-003) model. For translation
with chat models, we use the prompt by Robinson
et al. (2023) which follows the recommendation of
Gao et al. (2023) for designing prompts for transla-
tion using instruction-tuned models. The prompts
used in our experiments are given in Table 3

1Based on "Almost useless" interpretation from
https://cloud.google.com/translate/
automl/docs/evaluate

2.2. Correlation Score Analysis
We consider several language subsets. For ev-

ery language subset, we calculate the Pearson
correlation score between the linguistic similarity
scores of each language in the subset to a lan-
guage in inllama and their respective translation
scores. We assume that a certain language is im-
portant if we observe a positive correlation. For
example, consider the language A and the lan-
guage subset {B, C, D, E}. When the similarity of A
with each language in the subset {B, C, D, E} and
the respective machine translation scores for {B, C,
D, E} exhibit a positive correlation, i.e. the closer
they are to A the better their machine translation
scores, A is deemed as a valuable language and
is therefore hypothesized to be more optimal for
a central language when developing multilingual
language models. A is checked for each language
in inllama. Similarity scores are calculated on five
dimensions: GENETIC, GEOGRAPHICAL, INVEN-
TORY, PHONOLOGY, and SYNTACTIC as per the
URIEL typological database (Littell et al., 2017).
We exclude the FEATURAL distances to focus on
each dimension as FEATURAL distances are com-
binations of all the other feature distances2. Lan-
guage subsets considered are inllama languages
only, outllama languages only, both inllama and
outllama languages, only Germanic languages,
only Romance languages, only Slavic languages,
and languages belonging to Other genera.

3. Results and Analysis

3.1. Machine Translation Evaluation
Results

One-shot 7B Llama2 translation results are pre-
sented in Table 1 and Table 4. From Table 1, we
observe that none of the languages included in
inllama produce a BLEU score below 10. This sug-
gests that we can reasonably assume that Llama2
is capable of translating into all the languages it
has encountered during training. However, many
languages in outllama yield a BLEU score under
10, this is expected as Llama2 is presumably un-
familiar with these languages. On the other hand,
we hypothesize that there are two possibilities for
the high-performing outllama languages; (1) those
languages are indeed included in the training data
i.e. included in the 0.005% of the training data, or
(2) similar languages in inllama indeed boosted
their performance.

We move forward with languages in outllama
that yield a BLEU score below 10 and experiment

2For more detailed explanation of these distances,
consult https://www.cs.cmu.edu/~dmortens/
projects/7_project/
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Figure 1: Scatter plot for inllama and outllama languages against the SYNTACTIC distance to Swedish.
The correlation score is -0.67 and the p-value is 3.16× 10−6. The negative correlation here implies that
the smaller the SYNTACTIC distance of a language to Swedish, the better is its MT performance

Model Prompt
Non-chat [SRC]: [src-sentence]

[TGT]: [tgt-sentence]
...
[SRC]: [src-sentence]
[TGT]:

Chat This is an English to [TGT] translation,
please provide the [TGT] translation for
these sentences:
[SRC]: [src-sentence] [TGT]: [tgt-
sentence]
[SRC]: [src-sentence] [TGT]: [tgt-
sentence]
...
Please provide the translation for the fol-
lowing sentence.
Do not provide any explanations or text
apart from the translation.
[SRC]: [src-sentence] [TGT]: [tgt-
sentence]
[TGT]

Table 3: Prompts used in our experiments to trans-
late languages using the non-chat and chat ver-
sions of Llama2

with other variations of Llama2. We explore the
effect of scale, chat version, and adding shot count
and present the results in Table 5. Due to our limited
compute resources we excluded the 70B and 70B-
chat versions of Llama2.

Scaling up the model enhances translation abil-
ity. However, improvements from instruction–
tuning and adding shot count remain inconclu-
sive. Results presented in Table 5 demonstrate
that the 13B versions of Llama2 outperform the
smaller 7B versions for all unlearned languages.
However, larger models do not seem to yield the
same number of gains for every language. In best
cases, 13B models increase on average as high
as 2.53 BLEU with a standard deviation of 1.64.
For instruction-tuning (chat) models, we observed
both performance increase and decrease. The
best improvements are observed in Igbo and Ja-
vanese, which improves as much as 3.16 and 2.87
respectively, and a decrease is observed in Taga-
log, which performs worse on chat models with

Languages in outllama BLEU COMET-22
Afrikaans 23.52 0.74
Galician 16.62 0.76
Macedonian 11.90 0.67
Slovak 11.77 0.68
Armenian 1.6 0.31
Basque 0.91 0.33
Georgian 2.99 0.31
Icelandic 2.39 0.35
Igbo 0.39 0.41
Javanese 4.33 0.59
Sinhala 0.25 0.29
Tagalog 9.65 0.60
Tamil 0.73 0.30
Telugu 0.87 0.33
Welsh 1.8 0.35

Table 4: Llama2-7B one-shot translation results for
languages in outllama. Languages with results in
boldface are considered unlearned languages

a decrease as severe as 2.64. Adding the shot
count generally improves performance although
it is less drastic than model scale and instruction-
tuning with a mean increase of 0.47 and 0.08 for
non-chat and chat Llama-13B respectively. While
these model variations appear to enhance Llama2’s
capacity to translate into some languages greatly,
there are languages where the prospects are lim-
ited. For instance, for Sinhala and Tamil, scaling
up the model/adding shot count/using chat models
results in less than 1 BLEU score increase.

3.2. Language Importance Analysis
We use the results from Table 1 and Table 4 for the
linguistic proximity analysis. We first retrieve pre-
computed distances3 from the URIEL database
and retrieve only the distances between the lan-
guages we are translating into and the languages
reported in Llama2. Self or identity distances e.g.
Igbo-to-Igbo distance are excluded in the Pearson
correlation calculation. This correlation analysis
aims to model the linear relationship between lan-
guage proximity and machine translation scores to

3http://www.cs.cmu.edu/~aanastas/
files/distances.zip
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Language 7B 1S 7B 5S 7B-chat 1S 7B-chat 5S 13B 1S 13B 5S 13B-chat 1S 13B-chat 5S
Armenian 1.6 1.95 2.26 2.43 2.52 3.03 2.89 3.03
Basque 0.91 1.08 2.98 3.11 1.52 1.9 3.72 3.88
Georgian 2.99 3.44 4.41 4.7 5.57 6.19 5.97 5.88
Icelandic 2.39 3.06 3.9 3.86 4.72 5.21 5.24 5.04
Igbo 0.39 0.59 1.77 2.04 0.56 0.67 3.72 3.49
Javanese 4.33 3.71 4.94 5.06 3.15 3.76 5.92 6.63
Sinhala 0.25 0.38 0.57 0.52 0.48 0.63 0.63 0.62
Tagalog 9.65 10.98 10.8 10.97 16.1 16.91 13.82 14.27
Tamil 0.73 1.01 0.82 1.09 1.79 2 1.7 1.56
Telugu 0.87 1.04 1.02 0.86 2.29 2.45 1.77 1.68
Welsh 1.8 å 2.37 4.38 3.93 5.68 6.8 6.45 6.6

Table 5: BLEU scores with various Llama2 versions and shot count for languages considered unlearned
by Llama2 (Table 4). 1S/5S=one-shot/five-shot. Best result for each language is bolded.

identify languages whose data may be beneficial
for multilingual training.

We present our analysis as heatmaps in Figure 2
and 3 for correlations with BLEU and COMET-22 re-
spectively. To help understand where each number
came from in the heatmap, a scatter plot visualiza-
tion for SYNTACTIC distance to Swedish for the
combined inllama and outllama language subset
against BLEU scores is presented in Figure 1 as an
example. We create several different heatmaps ac-
cording to the subset considered. It is important to
highlight that distance is used as a similarity score.
Therefore, a negative correlation between linguistic
distance and MT scores would imply that the closer
(i.e., the smaller the linguistic distance) a language
is to this language, the higher the MT score is likely
to be. In addition, since Wikipedia is a permanent
fixture of LLMs’ training data, we observe that there
is a positive correlation between MT scores and
Wikipedia article counts4, as high as 0.64 using
BLEU and 0.55 using COMET-22.

Syntactic similarity may be an important fea-
ture, but other linguistic dimensions can be too.
When including every language, i.e. the inllama
and outllama subset, BLEU complemented with
COMET-22 scores show consistently strong corre-
lations with syntactic features, especially with Ger-
manic and Romance languages. This finding may
not be particularly groundbreaking, as we already
understand that the languages in inllama predomi-
nantly belong to these language genus. However,
when considering only outllama language subset,
translation performance seems to have higher cor-
relations (either positive or negative) with GENETIC
and PHONOLOGICAL distances. When consider-
ing languages in outllama, only SYNTACTIC sim-
ilarities to certain languages e.g. Norwegian and
Catalan display a strong correlation with MT per-

4Retrieved from https://meta.wikimedia.
org/wiki/List_of_Wikipedias_by_language_
group on October 2023

formances. Correlation with features other than
SYNTACTIC is also observed when considering
languages in other genera, in which the proximity
with the INVENTORY feature of Vietnamese, Dutch,
German, and French are shown to correlate with
COMET-22 scores.

English is not always the most syntactically im-
portant. When considering languages from other
genera English demonstrates the most substan-
tial syntactic correlation with MT performance, al-
though there are other languages, such as Swedish
and Vietnamese, that also display some degree of
correlation. However, despite having the highest
amount of training data, English is often not in the
first place when considering languages by genus
(e.g., Germanic, Slavic, and Romance). Simi-
lar to when we observe that syntactic proximity to
Norwegian and Catalan have higher correlations
with MT scores than syntactic proximity to English
when considering only outllama languages, this
phenomenon is accentuated when calculating cor-
relations by genus. Among Germanic languages,
syntactic proximity to English surprisingly shows lit-
tle to no correlation with either BLEU or COMET-22
scores. Instead, Germanic languages’ MT scores
appear to correlate more with syntactic proximity
to Dutch, Swedish, Catalan, and Bulgarian. This is
also observed in Slavic languages where the MT
scores generally correlate with syntactic proximity
to most Germanic and Romance languages except
English. With Slavic languages, syntactic proximity
to English has the lowest correlation on BLEU and
almost no correlation on COMET-22 scores. Finally,
when focusing exclusively on Romance languages,
it is interesting to observe that proximities to lan-
guages situated on the right side of the heatmaps
i.e. other genera, exhibit higher correlations while
they show no correlation when only considering
other language subsets (Figure 2 and 3).
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Figure 2: Heatmaps of correlations between linguistic distances with BLEU scores of the Llama2-7B
one-shot prompting setup (language subset considered is written above each heatmap)
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Figure 3: Heatmaps of correlations between linguistic distances with COMET-22 scores of the Llama2-7B
one-shot prompting setup (language subset considered is written above each heatmap)
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4. Related Work

Our work aligns with previous studies that assess
LLMs for translation, resembling the work by Hendy
et al. (2023) and Robinson et al. (2023). We aim to
extend such evaluations further by investigating the
influence of the languages included in the training
data of the model, which was previously underex-
plored due to the lack of transparency of LLMs used.
Our method of analysis, similar to the work of Robin-
son et al. (2023), investigates feature importance.
Our objective is to extend that exploration by en-
compassing other linguistic features obtained from
the URIEL typological database (Littell et al., 2017).
We are interested in the phenomenon observed
in the work of Lin et al. (2019) which shows that
however important dataset statistics are compared
to linguistic features, there are cases where using
them alone to choose transfer languages results
in poor performance. This phenomenon drove us
to conduct a more comprehensive exploration of
linguistic features.

5. Conclusion

We provide a comprehensive evaluation of machine
translation in Llama2 for languages seen or un-
seen in its training data. In this work, we provide
English→X machine translation scores of Llama2
7B for 26 languages reported to be in the training
data of Llama2 models. We also evaluated 15 ad-
ditional languages that are not reported to be in
Llama2 training data using the 7B, 7B-chat, 13B,
and 13B-chat Llama2 models. Our results show
that Llama2 is capable of translating into languages
it is unfamiliar with, although this phenomenon is
observed only in some languages. We demon-
strate that model scaling has the most substantial
impact when compared to instruction tuning and
adding shot count, whose improvements vary by
language. We also modeled the linear relation-
ship of linguistic distances and translation quality
through correlation scores and revealed that syn-
tactic similarity is not the only feature that displays
strong correlations with machine translation scores.
Furthermore, despite English having the most train-
ing data, there are other languages (e.g. Swedish,
Catalan) whose linguistic distances exhibit com-
parable correlation scores to English albeit hav-
ing much fewer training data. Our findings pose a
unique perspective on the current landscape of lan-
guage models, suggesting that the prevailing focus
on English-centered models may not be the most
optimal setup for multilingual models. We hope
to open doors toward more effective and training-
data-efficient multilingual systems that are shaped
by languages other than English, thus promoting
digital language equality and sustainability.

Limitations

Our research heavily depends on the language
distances obtained from the URIEL typological
database, as introduced by Littell et al. (2017). The
original authors noted that many languages in the
database may have missing features, which means
the accuracy of our findings is constrained by the
methods used to compensate for these missing fea-
tures. Our evaluation with the COMET-22 metric is
only done for languages supported in their models.
However, the model may not be equally reliable for
all languages, thus the COMET-22 correlations are
only as accurate as the COMET-22 model. Further-
more, there are other ways to model the relationship
between language feature distances and machine
translation scores. We leave such investigations
for future work. We also left out positively corre-
lated features in our analysis as they are not readily
interpretable in the context of our analysis.

In an ideal scenario, it would be advantageous
to include all languages from the FLORES-200
benchmark and all available versions of Llama2
and other multilingual models to provide more ev-
idence of the effectiveness of scaling parameter
count and the overall generalizability of our findings.
Unfortunately, our research is constrained by lim-
ited computational resources, preventing us from
achieving this comprehensive coverage. We ex-
clude X→English translation directions as Llama2
is likely trained on English Wikipedia. We also ex-
clude prompting languages in outllama using var-
ious dictionary-based prompting techniques due
to the challenging work required to collect accu-
rate dictionary entries for low-resource languages.
However, we leave this for future work.

We are also aware that the chat versions of
Llama2 have been intentionally trained to prevent
the generation of harmful or toxic content, and this
protective design may affect the quality of trans-
lations. Moreover, the chat versions of the model
generate numerous artifacts in addition to the trans-
lated sentences. We have made diligent efforts to
automate the output parsing process to ensure that
metrics are calculated fairly. The task of human
evaluation and manual parsing of the outputs is left
for future work.
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Abstract
This paper presents a language model trained from scratch exclusively on a brand new corpus consisting of
about 6 GiB of Uruguayan newspaper text. We trained the model for 30 days on a single Nvidia P100 using
the RoBERTa-base architecture but with considerably fewer parameters than other standard RoBERTa models.
We evaluated the model on two NLP tasks and found that it outperforms BETO, the widely used Spanish BERT
pre-trained model. We also compared our model on the masked-word prediction task with two popular multilingual
BERT-based models, Multilingual BERT and XLM-RoBERTa, obtaining outstanding results on sentences from the
Uruguayan press domain. Our experiments show that training a language model on a domain-specific corpus can
significantly improve performance even when the model is smaller and was trained with significantly less data than
more standard pre-trained models.

Keywords: Uruguay, News Corpus, Pre-trained Language Model

1. Introduction

In recent years, the Natural Language Processing
community has witnessed considerable improve-
ments in several areas – including Question An-
swering (Izacard et al., 2022; Zhang et al., 2021),
Machine Translation (Takase and Kiyono, 2021;
Liu et al., 2020a), and Sentiment Analysis (Raf-
fel et al., 2020; Yang et al., 2019) – largely due
to the advances in the pre-training methodology
and the availability of data and pre-trained models
to build upon (Jia et al., 2022; Liu et al., 2020b;
Tian et al., 2020). Even though most of these
advances have focused on English (Brown et al.,
2020; Devlin et al., 2019; Liu et al., 2019), several
efforts have considered multiple languages, includ-
ing Spanish (Cañete et al., 2020; Pérez et al., 2022;
De la Rosa et al., 2022; Xue et al., 2021; Conneau
et al., 2020).

Current approaches that employ the Spanish
language focus on pre-training on data dominated
by Spanish varieties from countries with the most
speakers or the most resources (i.e., Mexico, USA,
and Spain). For example, the corpus used for
BETO (Cañete et al., 2020; Cañete, 2019) employs
many European source texts, hinting at a strong
presence of Peninsular Spanish. Low-resource
Spanish varieties have been broadly left behind,
even when the Spanish language, like other lan-
guages, varies significantly from country to country
(and even by region) in aspects such as grammar
and vocabulary (Lipski, 2012). In addition to linguis-
tic diversity, there are culture-related aspects that
are unique to each country and region, which are
typically underrepresented in low-resource com-
munities. Such aspects are present in the training
data used by today’s pre-trained language mod-

els, albeit typically dominated by high-resource
languages.

This work compiles a corpus of Uruguayan texts
and presents models trained using this data. As
far as we are concerned, these are the first data
and general-purpose models tailored to conduct-
ing Natural Language Processing research with
Uruguayan-specific texts. The dataset features
900,000 documents obtained from four Uruguayan
news outlets with 400 million tokens in total in 6
GiB of uncompressed data. The data has been
meticulously filtered and cleaned for quality pur-
poses.

In the current context of NLP and AI, access to
computational resources has become increasingly
more difficult, especially in Global South countries.
In particular, this type of language model is sig-
nificantly resource-intensive to train. Considering
this, besides creating a model specifically tailored
to Uruguayan text, our motivation is also to create
a model that is smaller and, hence, less computa-
tionally intensive to train and use than the available
ones. Instead of fine-tuning an already pre-trained
larger model, in this work, we train our model from
scratch to tailor its size to make it appropriate for
limited-resource settings.

Another motivation for developing specific re-
sources for processing local texts, particularly
news texts, is the growing interest in their auto-
matic analysis by Uruguayan researchers in areas
such as Sociology, Economics, and Communica-
tions. We believe it is necessary to have a lan-
guage model that represents this type of text as
well as possible.

We show the quality of the data by train-
ing BERT-based models on it through abla-
tions on Uruguayan-related tasks and also by
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comparing them with other pre-trained models
such as BETO (Cañete et al., 2020), and XLM-
RoBERTa (Conneau et al., 2020). We also perform
a qualitative analysis of the knowledge captured
by such models. The dataset and the pre-trained
models are publicly available at https://huggingf
ace.co/pln-udelar/rouberta-base-uy22-cased.

2. Related Work

Several works have compiled corpora in Span-
ish for research. Cañete (2019) compiled a 3-
billion-word training corpus by combining multiple
sources, including subtitles and news stories, an
updated version of the one compiled by Cardellino
(2019). Pérez et al. (2022) collected 622 million
tweets in Spanish. Gutiérrez-Fandiño et al. (2022)
built a massive corpus of 135 billion words from the
Spanish Web Archive. Other works, such as (Wen-
zek et al., 2020; Conneau et al., 2020), have built
multilingual datasets by leveraging efforts such as
Common Crawl. As far as we are aware, our work
is the first one to build a Spanish corpus dedicated
to studying the Uruguayan variety and cultural ref-
erences in the text.

Regarding pre-trained models, there have been
efforts to build both multilingual models and
Spanish-specific ones. Several multilingual mod-
els have originally been implemented from model
architectures that had been used to train models
for English first, such as Multilingual BERT (De-
vlin et al., 2019), XLM-RoBERTa (Conneau et al.,
2020), mT5 (Xue et al., 2021), and mBART (Liu
et al., 2020b). More recently, other efforts have
focused on building multilingual large language
models, such as BLOOM (Scao et al., 2022), GPT-
4 (OpenAI, 2023) and PaLM (Chowdhery et al.,
2022). A line of work has focused on Spanish-
specific models (Cañete et al., 2020; De la Rosa
et al., 2022) and specific domains, such as RoBER-
Tuito (Pérez et al., 2022), specifically for Spanish
tweets. Unlike previous works, this paper presents
models trained on Uruguay-specific Spanish data,
which can capture its particular linguistic and cul-
tural features.

The idea of training a domain-specific LM has
been attempted in the past. Still, these generally
start from large models or are trained with signif-
icantly more data, making them computationally
intensive. Some existing domain-specific LMs are
created by fine-tuning a general language model
(e.g. BioBERT, Lee et al. (2019), FinBERT, Araci
(2019); MatSciBERT, Gupta et al. (2022)), or are
trained from scratch as our model, but using a
larger corpus (e.g. SciBERT, Beltagy et al. (2019);
RoBERTuito, Pérez et al. (2022)). In this work, our
main goal was to obtain good performance with a
model significantly smaller than that of the usual

language models, trained on a relatively small data
set, and with shorter training times due to limi-
tations in computational resources. So, we are
testing not only the usefulness of having a domain-
specific model but also the performance of a small
model trained with few resources. Verifying the
usefulness of such a model is notoriously relevant
for us since we usually work in both model training
and inference in low-resource contexts.

3. A Uruguayan News Corpus

We scraped four of some of the most important
media outlets in Uruguay: El Observador, El País,
Montevideo Portal, and La Diaria. The first three
were scraped from the Internet, while the latter pro-
vided us with their articles. For every article, we
retrieved the main text (i.e., the article’s body) and
some potentially useful metadata such as the URL,
date, category, title, keywords, and a front picture
or cover (if any). After one month of scraping (car-
ried out between November and December 2022),
we collected more than 6 GiB of uncompressed
data, with articles spanning from the early 2000s
up to December 2022. We call our new corpus
UY22. Table 1 shows the distribution of articles for
each website.

We conducted a data quality assurance process
based on stripping the HTML tags, trimming and
removing duplicate whitespaces, the normaliza-
tion of strange characters using the Unidecode
Python library, the removal of emojis, and con-
verting the links into the string “<link>”. We also
deleted any article with fewer than sixteen words.
We split the texts by document and split them into
sentences. We refer interested readers to a more
in-depth explanation of the scraping and prepro-
cessing phases of this corpus to this project reposi-
tory1. We made the raw and clean versions publicly
available (the latter is about 4 GiB uncompressed).

4. ROUBERTa: a Uruguayan LM

We employ a RoBERTA-base (Liu et al., 2019)
architecture and train it on the clean version of
our data using HuggingFace’s Transformers li-
brary (Wolf et al., 2019). We use a BPE (Sennrich
et al., 2016) tokenizer with a vocabulary size of
30,000 tokens. The model is trained for 30 days
on ClusterUY (Nesmachnow and Iturriaga, 2019)
with one NVIDIA P100 (12 GiB) for about 6 million
steps using RoBERTa’s training objective (Masked
Language Modeling – cross-entropy loss on the
prediction of a masked token, where each token
has a 15% masking probability). We show in Fig-
ure 1 the training loss curve we obtained. We

1https://gitlab.fing.edu.uy/uy22/uy22

54



Name Website # Articles # Words From To Share

El Observador elobservador.com.uy 314,821 150,007,925 2011 2022 37%
El País elpais.com.uy 147,004 92,605,424 2013 2022 23%

Montevideo Portal montevideo.com.uy 433,244 145,422,666 2000 2022 36%
La Diaria ladiaria.com.uy 20,000 14,079,916 2009 2021 4%

Table 1: UY22 corpus statistics. The share of each website is computed based on the number of words.

Figure 1: Loss curve for the cased variant of our
model with an exponential moving average smooth-
ing value of 0.6. The x-axis shows the number of
training steps. The y-axis shows the loss. The
color change shows when we restarted the train-
ing with a smaller max context length and a larger
batch size.

trained for this number of steps due to our limited
computational resources and the fact that the loss
value was still converging. We chose to train the
model from scratch instead of fine-tuning a more
general pre-trained model for Spanish, seeking to
obtain a model of an appropriate size for use with
medium-end computers.

We note a loss spike between 5M and 6M train-
ing steps. This could be due to multiple rea-
sons (Takase et al., 2023; Wortsman et al., 2024),
including a large amount of consecutive bad-quality
data (Soldaini et al., 2024), a large beta2 parame-
ter when using Adam, or a very high learning rate
for the batch size we employed. However, we still
need to conduct further analyses to understand
what is happening in this case.

Figure 2 shows the performance of the model
on a Sentiment Analysis task (see Section 5 for
details) at different moments during training. We
employed a Dynamic Masked Language Modelling
task, following Liu et al. (2019). Most hyperpa-
rameter values were similar to those used to train
RoBERTa, including a max sequence length of 384.
However, to cope with GPU memory limitations, we
decided to stop it early during training and continue
with a batch size of 32 and a max sequence length
of 128 (plus two for the special tokens). The learn-
ing rate started from 1e-4 and was linearly decayed
during training.

2 3 4 5 6
Training Step 1e6

68

70

72

74
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cu
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Figure 2: Performance of the cased variant of the
model on a Sentiment Analysis task concerning
the number of training steps.

The model is named ROUBERTa (after
ROU-based RoBERTa, where ROU stands for
“República Oriental del Uruguay” – the target coun-
try’s full name in its native language). We train
both cased and uncased variants for our model,
although, as we will see in Section 6, the cased
variant generally has better results.

5. General Evaluation

This section and the following present the evalua-
tion of our model. This first section will compare
only the best-performing model against external
baselines. At the same time, in Section 6, we
present a deeper evaluation of some interesting
cases with examples, and we show ablation tests
to see how our design choices affected the model’s
performance.

We evaluate our model on two in-domain tasks:
Question Answering and Sentiment Analysis on
Uruguayan news articles. We perform the exper-
iments for our cased model and compare it with
two strong baselines for Spanish: the BETO and
XLM-Roberta models, using the cased versions
of the models in all cases. We describe the two
benchmarks hereafter.

Sentiment Analysis The first benchmark is a
sentiment analysis dataset (Dufort y Álvarez et al.,
2016), which is composed of a collection of short
spans of text that contain an opinion (i.e., a state-
ment by some actor about some topic) and its senti-
ment polarity in one of three classes (“POS”, “NEG”
and “NEU”). The dataset contains 1261 examples
and was split into 80% for training and 20% for
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Sentiment Analysis Question Answering
Model Accuracy EM F1

XLM-RoBERTa 73.4 26.8 36.4
BETO 74.6 24.6 29.4

ROUBERTa 75.0 28.1 32.3

Table 2: Results of the main experiments.

testing. The model was fine-tuned for 6 epochs
with a learning rate of 1e-5.

Question Answering The second benchmark
is the QuALES question answering task (Rosá
et al., 2022), which contains questions from
Uruguayan news articles about the COVID-19
pandemic. All articles, questions, and answers are
in Spanish. The QuALES dataset is rather small
compared to other QA datasets, containing around
3,600 question-answer pairs (for comparison,
SQuAD (Rajpurkar et al., 2016) has more than
100,000), and only 1,000 of those comprise the
training set. The dataset format is similar to
SQuAD’s, which enabled us to experiment with a
widely used strategy for Question Answering tasks,
starting from a pre-trained BERT-based model
and fine-tuning with SQuAD data. In this case,
we swapped the SQuAD data with the QuALES
data and used the following models as starting
points: BETO (bert-base-spanish-wwm-cased),
XLM-Roberta (xlm-roberta-base), and our
ROUBERTa-base-cased. We fine-tuned the
models for 3 epochs with a batch size of 16 and a
max context length of 384. The learning rate was
2e-5, and the weight decay was 0.01. We employ
the evaluation metrics Exact Match and F1.

Table 2 shows the results for both experiments.
The ROUBERTa_cased model outperforms the
other baselines for the sentiment analysis task
and the exact match metric of the QA task while
getting a solid second place considering the F1
metric of the QA task. In this second task,
ROUBERTa_cased performs slightly better than
BETO and outperforms XLM-RoBERTa by almost
two points. However, in the QA task, ROU-
BERTa_cased only outperforms XLM-RoBERTa in
the Exact Match metric and outperforms BETO in
both analyzed metrics. Overall, we can say that our
model achieves a more even performance, always
within the top ranks among the three compared
models. It is worth mentioning that XLM-RoBERTa
was chosen for these experiments instead of com-
paring us with a Spanish version of RoBERTa,
based on the results of the original QuALES com-
petition (Rosá et al., 2022), in which the top per-
forming systems used XLM-RoBERTa.

ID Source # Masked
Sentences

XLM-
RoBERTa BETO ROUBERTa

text01 La Diaria
06/21/2023 533 151 160 219

text02 La Diaria
06/21/2023 170 54 42 70

text03
Montevideo

Portal
06/22/2023

235 63 75 123

text04
Montevideo

Portal
06/08/2023

245 78 95 114

text05 Búsqueda
07/06/2023 335 98 107 151

text06 La Diaria
02/28/2024 304 77 66 112

text07
Montevideo

Portal
02/20/2024

546 116 96 193

Total 2368 637 (27%) 641 (27%) 982 (42%)

Table 3: Evaluation based on the word-masking
task. For each model, we show the number of
masked words that were correctly predicted. The
dates are in mm/dd/yyyy format.

6. Ablation Study

In this section, we perform an empirical justification
of the decisions we have made to build our corpus
and train our models.

6.1. Predicting Words in Unseen Texts

We are interested in inquiring if the trained model
captures aspects of the Uruguayan culture. We
evaluate our model and others on a masking
task using five recent texts from three different
Uruguayan media outlets. The objective is to eval-
uate whether the model captures country-specific
information such as names of public people, lo-
cations, organizations, and the style of the local
press. We analyze examples where the masked
words contain such information, and, as we will
show, our model tends to perform better than gen-
eral models. In the following analysis, we include
some examples to illustrate this behavior.

Note that the model has not seen any text em-
ployed in this evaluation since they belong to more
recent news articles than the training data. Fur-
thermore, one of the media outlets employed here,
Búsqueda2, is not part of the four media outlets
used by our training data. Consequently, this eval-
uation measures the generalization capacity of our

2busqueda.com.uy
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trained model on unseen in-domain data. The texts
were selected based on different criteria. Some
texts are about usual topics in the local press:
text03 is about judicial issues, text05 is about in-
security, and texts 06 and 07 are about Carnival,
a popular cultural activity in Uruguay. Other texts
are about current topics that are not frequent in the
country: text01, text02, and text04 are about a se-
vere drought that caused issues with the drinking
water distribution in 2023.

To carry out this evaluation, we proceed as fol-
lows. For each text ti and each sentence sij ,
we generate different versions of the sentence
by masking each word with more than four let-
ters. Except for the masked word, each new sen-
tence is the same as sij . By these means, we
obtain an extended set of sentences for each text,
ExtSenti, where each original sentence sij has
multiple versions, one for each masked word. Then,
for each sentence in ExtSenti, we obtain can-
didates for each masked word, using our model
ROUBerta_cased, and three other strong models:
BETO (Cañete et al., 2020), trained specifically for
Spanish3; multilingual BERT (Devlin et al., 2019)4,
and the multilingual model XLM-RoBERTa (Con-
neau et al., 2020)5. Table 3 shows the results of
this evaluation, except for multilingual BERT, which
performed significantly worse than the rest of the
models and was therefore not included in the table.
As shown in the table, our model, trained exclu-
sively with Uruguayan press texts, gives the best
results for the five evaluated texts. It correctly pre-
dicts the masked word with a 42% top-1 accuracy,
which is a high gap compared to the 27% accuracy
obtained by the other models.

Analyzing the results, we observe some inter-
esting examples. In texts about current topics not
usually found in the press, such as the drought suf-
fered this year, proper nouns related to our country
are correctly predicted by our model, such as the
name of the capital of Uruguay in the following ex-
ample: Es decir, el agua que sale por las canillas,
sale con gusto salado, al menos en <mask> y el
área metropolitana. || That is, the water that comes
out of the taps, comes out tasting salty, at least in
<mask> and the metropolitan area.
Predictions
ROUBERTa: Montevideo
BETO: México
XLM-RoBERTa: Bogotá

On the other hand, the style of the texts also
seems to have been captured by our model, as
shown in the following example, where it correctly

3https://huggingface.co/dccuchile/bert-base-s
panish-wwm-cased

4https://huggingface.co/bert-base-multilingua
l-cased

5https://huggingface.co/xlm-roberta-large

predicts a verb form very usual in the local press:
Luego de que radio Universal <mask> sobre la
adjudicación de una vivienda bajo la modalidad de
alquiler con opción a compra a una militante de
Cabildo Abierto (CA) sin pasar por sorteo || After
radio Universal <mask> about the awarding of a
house under the rent-to-buy modality to a Cabildo
Abierto (CA) militant without going through a raffle
Predictions
ROUBERTa: informara
BETO: ##a
XLM-RoBERTa: informó

It can also be seen that our model incorporated
the lexical preferences of the local press, as seen in
the following example: Así lo anunció la titular de la
<mask>, Karina Rando, este jueves en conferencia
de prensa. || This was announced by the head of
the <mask>, Karina Rando, this Thursday at a
press conference.
Predictions
ROUBERTa: cartera
BETO: cadena
XLM-RoBERTa: entidad

Finally, for the Carnival theme, our model cor-
rectly predicts the word murga, which is a typi-
cal artistic expression of the Uruguayan carnival:
Desde que el Carnaval volvió tras la pandemia,
solo una <mask> obtuvo el primer premio y fue
Asaltantes con Patente. || Since Carnival returned
after the pandemic, only one <mask> won first
prize and that was Asaltantes con Patente.
Predictions
ROUBERTa: murga
BETO: persona
XLM-RoBERTa: empresa

6.2. Is the Uruguayan Data Necessary?

To study the effect of using Uruguayan-specific
data compared to a general-Spanish dataset, we
trained a new RoBERTa (Liu et al., 2019) model
with the corpus used for training BETO (Cañete
et al., 2020; Cañete, 2019). RoBERTa models,
ours, and the one trained with the BETO corpus
were fine-tuned for the Sentiment Analysis task on
Uruguayan news, following the steps described in
Section 5. Table 4 shows the performance of both
models on this task. We can see that our model
achieves better results than the one trained with
the BETO corpus, even when the latter is five times
larger.

6.3. Whole-Word Masking

We consider the model’s performance when using
the whole-word masking technique introduced in
BERT (Devlin et al., 2019) code repository. For
this evaluation, we consider the same sentiment
analysis. Table 5 shows the results. Not employing
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Training data Size (GiB) Acc.

BETO’s (Cañete, 2019) 20 65.0
UY22 (ours) 4 68.6

Table 4: The model’s performance on a Sentiment
Analysis task when varying the training data. The
uncased variant is employed.

Whole-word masking Accuracy

Yes 35.0
No 68.6

Table 5: The model’s performance on a Sentiment
Analysis task when using the whole-word masking
technique. The uncased variant is employed.

whole-word masking proved to be superior in our
case, which is, on the one hand, inconsistent with
BERT experiments but, on the other hand, consis-
tent with what was reported by Dai et al. (2022).

6.4. Case Sensitivity

We study the effect of case sensitivity in the tok-
enization. These refer to the cased and uncased
variants of the model. We present the results in Ta-
ble 6. Similarly to other works, such as BERT (De-
vlin et al., 2019), the cased variant performs better
than the uncased one.

7. Conclusion

In this work, we present a dataset specific to
Uruguayan Spanish based on news articles and
RoBERTa-based models pre-trained on it. We
demonstrate the value of our new corpus and
the pre-trained models through quantitative and
qualitative evaluations employing Uruguayan-news-
based tasks. We make both publicly available and
hope to enable further research on Uruguayan Nat-
ural Language Processing. At the same time, we
encourage other community members to replicate
our efforts on other Spanish language varieties.

Our model performs better for the analyzed
tasks, but most importantly, it did so using a smaller
context length, a smaller corpus, and less GPU
VRAM than usual. This shows that it is possible to
achieve competitive metrics using fewer resources
and smaller models. When comparing our results

Variant Accuracy

Uncased 68.6
Cased 75.0

Table 6: The model’s performance on a Sentiment
Analysis task when varying the case sensitivity.

with the ones reported by (Agerri and Agirre, 2023),
we observe our model was trained with a corpus
significantly smaller than those considered in that
paper and with a much smaller parameter count.
Despite this consideration, our model achieves bet-
ter results than others, particularly when compared
to XLM-RoBERTa (except in F1 for the QA task
presented in Section 5), which was the best model
in the mentioned work. This is particularly relevant
to researchers in this region, where we usually
work in low-resource contexts for model training
and subsequent use.

The most important takeaway from this work
is that we built a much smaller language model,
trained on much less data and requiring much less
computational power, and that still keeps up or out-
performs other baselines for relevant tasks. This
is essential in research labs with limited access to
computational resources.

Ethics Statement

Even if we employed a small model, which requires
considerably less power than larger models like
RoBERTa, language model training typically re-
quires significant energy consumption. However,
the carbon footprint associated with our model’s
training was at least partially reduced given that we
employed ClusterUY’s infrastructure, which during
the time of our experiments used more than 90%
renewable energy sources6. Still, further analysis
is needed to measure how big the impact is.
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Abstract
With the rise of Large Language Models (LLMs), the NLP community is increasingly aware of the environmental
consequences of model development due to the energy consumed for training and running these models. This
study investigates the energy consumption and environmental impact of systems participating in the MentalRiskES
shared task, at the Iberian Language Evaluation Forum (IberLEF) in the year 2023, which focuses on early risk
identification of mental disorders in Spanish comments. Participants were asked to submit, for each prediction, a set
of efficiency metrics, being carbon dioxide emissions among them. We conduct an empirical analysis of the data
submitted considering model architecture, task complexity, and dataset characteristics, covering a spectrum from
traditional Machine Learning (ML) models to advanced LLMs. Our findings contribute to understanding the ecological
footprint of NLP systems and advocate for prioritizing environmental impact assessment in shared tasks to foster
sustainability across diverse model types and approaches, being evaluation campaigns an adequate framework for
this kind of analysis.

Keywords: mental disorder detection, NLP systems, energy consumption, environmental impact

1. Introduction

With the advent of Large Language Models (LLMs),
the Natural Language Processing (NLP) community
is increasingly recognizing the importance of ad-
dressing and mitigating the environmental impact
of these models. The lifecycle of an NLP model,
including data ingestion, pre-training, fine-tuning,
and inference, significantly contributes to energy
consumption and emissions.

This concern amplifies when developing shared
tasks, i.e., competitions where different teams are
encouraged to develop different systems to address
a specific NLP task. For instance, MentalRiskES
(Mármol-Romero et al., 2023) is a recent task on
early risk identification of mental disorders in Span-
ish comments from Telegram users. The organiz-
ers of this shared task encourage teams to submit
their energy and environmental impact consump-
tion alongside their prediction systems. This shared
task consists of an online problem where partici-
pants detect a potential risk (eating disorders (EDs),
depression, and anxiety) as early as possible in a
continuous stream of data. A total of 16 teams
participated in submitting more than 130 runs.

In this work, we perform an empirical study to
quantify the energy consumption and environmen-
tal impact of the systems participating in the Men-
talRiskES shared task. While this may seem like
it should be a straightforward calculation, several

variables can influence compute time and energy
consumption, ranging from (1) the type of model
architecture used for addressing the tasks; (2) the
type of task and the type of computation required
to carry it out; and (3) intrinsic characteristics of the
dataset, such as average sequence length, number
of users, etc.

In this paper, we are among the first to study
the environmental impact of the different systems
developed for a shared task. We focus on the Men-
talRiskES shared task, as it stands out as one of
the few reporting the energy consumption of partic-
ipants. The systems submitted for this task range
from traditional ML models to state-of-the-art LLMs.
Our study aims to comprehensively evaluate the
ecological footprint across all model types involved
in the competition.

Furthermore, we advocate for shared task orga-
nizers to prioritize and promote the crucial practice
of environmental impact measurement. This proac-
tive approach fosters sustainability in the NLP com-
munity and encourages environmentally conscious
methodologies across diverse model types.

2. The Environmental Cost of NLP
Systems

Digitization has sometimes been seen as a green
solution, mainly because of the reduction of phys-
ical resources, like paper. But any software sys-
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tem is undoubtedly linked to hardware, the physical
counterpart, and, even more, to the amount of en-
ergy needed to power these systems. Computing
already demands 1% of the total energy gener-
ated in the world according to a recent report (IEA,
2023), which also found that current Artificial In-
telligence (AI) advancements have come with the
side effect of a high increase in power consumption
and, therefore, an impact on greenhouse gases
emissions. This is significant, especially consid-
ering that these systems are primarily operated in
the cloud, meaning they often run in data centres
specifically designed for energy efficiency (Dodge
et al., 2022).

When dealing with LLMs, the related impact on
CO2 emissions can be significant. It has been es-
timated that the training of a large model like the
BLOOM model (Le Scao et al., 2022) emitted about
24.7 tonnes of CO2 considering only power con-
sumption, and more than 50 tonnes if all processes
involved are considered (from equipment manu-
facturing to energy-based operational consump-
tion) (Luccioni et al., 2023). That is equivalent to
300,000 km drive of a diesel car. BLOOM has 176
billion parameters, so we can imagine the equiva-
lent emissions to train GPT-4, which is estimated to
be around 1.76 trillion (1,000 diesel cars over their
whole lifetime).

The concept Sustainable AI has emerged to dis-
cuss, in the words of Van Wynsberghe (2021), “how
to develop AI that is compatible with sustaining en-
vironmental resources for current and future gener-
ations”. As such, it is more a matter of being sure
that AI advances are sustainable, rather than find-
ing sustainable means to maintain AI technologies.

Therefore, AI systems must be limited in their
carbon footprint and every research activity where
deep learning is involved should report on this is-
sue. Fortunately, several libraries have emerged to
help in the measurement of the environmental im-
pact of the execution of deep learning models, like
ML CO2 Impact Tools (Lacoste et al., 2019) or the
more recent Eco2AI tool (Budennyy et al., 2022).
But one that has been found to be very effective is
the CodeCarbon1 tool, as it considers where exe-
cutions take place so energy sources can be better
estimated. This tool has been designed according
to the work by (Kirkpatrick, 2023).

3. Objectives

In this paper, we address three main different ob-
jectives related to environmental impact:

1. Estimate how different ML approaches (mainly
shallow learning vs. deep learning ones) im-
pact the overall demand for computing re-

1https://codecarbon.io/

sources and power consumption when dealing
with early risk prediction over the internet.

2. Evaluate the amount of greenhouse gases as-
sociated with an evaluation campaign for a bet-
ter understanding of the environmental cost of
this kind of scientific and research forums in
the scope of artificial intelligence applied to
mental health.

3. Promote a responsible design of algorithms
and techniques to mitigate or reduce the en-
ergy and emissions associated, identifying
the most promising solutions with a balanced
trade-off between performance and efficiency.

4. Data acquisition process

MentalRiskES (Mármol-Romero et al., 2023) is a
task on early risk identification of mental disorders
in Spanish comments from Telegram users. Given
a history of messages about a user, the goal is to
identify whether the user suffers from the disorder
or not, and his/her attitude to it. The task must be
resolved as an online problem, that is, messages
per subject are provided in a sequence of rounds
and the systems must submit a prediction for each
round. Therefore, the performance not only de-
pends on the accuracy of the systems but also on
how fast the problem is detected. For this shared
task edition, the disorders considered are eating
disorders (task 1), depression (task 2), and an un-
known one (task 3) which later revealed itself as
anxiety. In this paper, we focus on tasks 1 and 2
and subtasks 1a, 1b, 2a, 2b.

For task 1, eating disorder detection, teams had
to detect if the user suffered from anorexia or bu-
limia (task 1a - binary classification) and provide
a probability for the user to suffer anorexia or bu-
limia (task 1b - simple regression). For task 2, de-
pression detection, teams had to detect if the user
suffered from depression (task 2a - binary classi-
fication) and provide a probability for the user to
suffer depression (task 2b - simple regression).

In addition, as early detection is the main goal
of this evaluation campaign, teams were provided
with access to a server to which they had to connect
to read messages and send predictions simulating
a system that aims to predict mental problems in
social networks and in real-time. Therefore, pre-
dictions are sent per round, each round being the
access to a new message from the subjects’ his-
tory. Therefore, the later the round, the more user
messages the teams will have available, with the
first round being the first message of each subject’s
history.

62



4.1. How CodeCarbon Works
To conduct the CO2 tracking analysis, the CodeCar-
bon2 package in its 2.1.4 version is used. CodeCar-
bon calculates the carbon intensity of the consumed
electricity as a weighted average of the emissions
from the different energy sources. Each way of
generating electricity (fossil fuels coal, petroleum,
natural gas, and renewable or low-carbon) is asso-
ciated with specific carbon intensities. Based on
the mix of energy sources in the local grid, CodeCar-
bon calculates the carbon intensity of the electricity
consumed.

4.2. Sending Dynamics
In the MentalRiskES competition, for each task,
participants were asked to submit some information
to measure the impact of their systems in terms
of resources needed and environmental issues,
with the aim of recognizing those systems that can
perform the task with minimal resource demand.

In particular, participants submitted the following
metrics as part of the metadata in every prediction
(for each round):

• Duration: Duration of the compute, in seconds.

• Emissions: System emissions as CO2 equiva-
lents [CO2eq], in kg.

• Energy used per CPU: Power consumption per
CPU in kWh.

• Energy used per GPU: Power consumption
per GPU in kWh.

• Energy used per RAM: Power consumption
per RAM in kWh.

• Total energy used: Total power consumption in
kWh. The sum of CPU, GPU, and RAM energy
used in kWh.

The participants submitted together with their
system predictions the accumulated of each metric,
that is, each submission of the different rounds has
the previous one added, so the difference gives
the measurement for the interval. In this way, the
metrics are known in each submission and we can
calculate the mean and standard deviation for each
metric. The participants also submitted information
about their hardware:

• CPU count: number of CPU.

• GPU count: number of GPU.

• CPU model: example Intel(R) Core(TM) i7-
1065G7 CPU @ 1.30GHz.

2https://mlco2.github.io/codecarbon/

• GPU model: example 1 x NVIDIA GeForce
GTX 1080 Ti.

• RAM total size: total RAM available.

5. Results and Discussion

This section presents the results obtained in some
subtasks of the MentalRiskES (Mármol-Romero
et al., 2023) competition (binary classification and
simple regression) for tasks 1 and 2 (eating dis-
orders and depression detection), as well as the
corresponding environmental values. This section
also includes the comparison and analysis of these
two aspects of the systems grouped according to
the type of algorithm used: (1) Classical ML for
systems using algorithms such as Support Vec-
tor Machine (SVM) or Random Forest (RF), Deep
Learning (DL) for systems using algorithms such
as LSTMs or CNNs, and LLM for systems using
large language models such as BERT or GPT.

Throughout this section, performance metrics
such as Macro-F1 and Early Risk Detection Error
(Losada and Crestani, 2016) at round 30 (ERDE30)
established in the competition will be discussed. In
addition, the energy values refer to the sum of CPU,
GPU, and RAM energy in kWh (Energy) and the
average emissions as CO2 equivalents, in kg per
round (Emissions).

These values are obtained from those provided
by the competition organizers (Mármol-Romero
et al., 2023) and from all papers published by the
sixteen teams. Note that teams had the possibility
to submit predictions from three different systems.
In some cases, teams submitted predictions from
the same system as three different systems, which
led to their consolidation within the same line in
some of the following tables. This conclusion was
reached after seeing that all three alleged systems
provided the same predictions and gave the same
emission values.

5.1. Binary Classification
The results obtained with the environmental data
for subtask 1a (ED) and subtask 2a (depression)
are compared below. For this type of task, most
systems used LLM to resolve the problem although
not always obtain the best scores.

For subtask 1a, about eating disorders (ED),
10 teams participated and there are 20 systems.
There were only two systems that used classical
ML and four that used DL. The Macro-F1 and
ERDE30 results obtained by the teams’ systems
are shown in Figure 1. Despite the popularity of
the use of LLM systems, fourteen systems in total,
the best score was obtained by the team CIMAT-
NLP-GTO (Echeverría-Barú et al., 2023), with the

63



system that used a classical Naïve Bayes algo-
rithm with a value of 0.966 for the Macro-F1 met-
ric, 0.048 points ahead of the second-best system,
UMUTeam (Pan et al., 2023), that used a LLM,
MarIA model (Gutiérrez-Fandiño et al., 2021). Also,
the best system in the F1 metric obtained the best
score in the ERDE30 metric with the lowest value
of 0.018.

Figure 1: Macro-F1 and ERDE30 scores obtained
by the systems sorted by the F1 metric. The y-axis
represents the team’s name followed by a number
representing the system used.

Subfigures 2a and 2b show the emissions and
energy values of the systems across the different
teams. Although, in general, the systems do not
consume excessive energy in calculating predic-
tions in a single round, LLMs occupy lower positions
in the graph, which translates into higher values
of energy consumption. This is very clear to see
in Figure 3 (which shows the energy consumption
per model type). The last four systems used the
RoBERTuito model (Pérez et al., 2021) followed
by a Naive Bayes algorithm which obtained the
best Macro-F1 and ERDE30 scores. On the other
hand, the second-best system in the F1 score is in
the second place in the emissions ranking which
shows that it is possible to have a good prediction
and be friendly with the environment. The aver-
age value obtained by the teams’ systems in task
1a for several metrics the organisers asked for re-
lated to environmental impact are shown in Table 1,
Appendix A.1.

In Figure 4 systems are visualised according to
their ranking, energy consumed and emissions pro-
duced. In this case, the systems that consume
the most energy are also the ones that produce
the most emissions. Moreover, some systems con-
sume very little and with a very small sphere (low
emissions) that obtains a very high F1 value.

For subtask 2a, about depression, 14 teams par-
ticipated and there are 26 systems. In this subtask
six systems used classical ML, two used DL and

(a) Mean energy consumed per round sorted by emis-
sions.

(b) Mean emissions emitted per round sorted by emis-
sions.

Figure 2: Average values obtained per round by
the systems for subtask 1a on environmental friend-
liness. The y-axis represents the team’s name fol-
lowed by a number representing the system used.

Figure 3: Boxplot of energy consumption (KWh) of
each prediction in task 1a by model type.

sixteen LLM systems. In this case, the first five
systems have a similar score in the Macro-F1 met-
ric although the first, obtained by UMUTeam, has
a very high ERDE30 score (0.358) compared to
the best (0.140) in the fifth position, SINAI-SELA
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Figure 4: Distribution of the systems for task 1a.
The size of the marks is by the emissions produced.
The emissions were scaled and a logarithmic nor-
malisation in base 2 was performed for better vi-
sualisation. The colour scale corresponds to the
actual values of CO2 emissions in kilograms.

(González-Silot et al., 2023), that used a BERT-
based model (Devlin et al., 2018). These values
are shown in Figure 5.

Figure 5: Macro-F1 and ERDE30 scores obtained
by the systems sorted by the F1 metric. The y-axis
represents the team’s name followed by a number
representing the system used.

The values obtained in this subtask show that
there is no relationship between emissions and en-
ergy used in the prediction because models based
on BERT like Bertin (De la Rosa et al., 2022),
trained with Spanish language data, consumed a
lot of energy but were not among the systems that
emitted more CO2. This is represented in Figure 7.
RoBERTuito-based systems again occupy the low-
est position in the charts shown in Subfigures 6a
and 6b. The average value obtained by the teams’
systems in task 2a for several metrics the organis-
ers asked for related to environmental impact are
shown in Table 2, Appendix A.1.

In Figure 8 systems are visualised according to

(a) Mean energy consumed per round sorted by emis-
sions.

(b) Mean emissions emitted per round sorted by emis-
sions.

Figure 6: Average values obtained per round by
the systems for subtask 2a on environmental friend-
liness. The y-axis represents the team’s name fol-
lowed by a number representing the system used.

Figure 7: Boxplot of energy consumption (KWh) of
each prediction in task 2a by model type.

their ranking, energy consumed and emissions pro-
duced. This image clearly shows how energy con-
sumption does not necessarily have to be directly
related to CO2 emissions produced, as the source
of this energy can be renewable.
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Figure 8: Distribution of the systems for task 2a.
The size of the marks is by the emissions produced.
The emissions were scaled and a logarithmic nor-
malisation in base 2 was performed for better vi-
sualisation. The colour scale corresponds to the
actual values of CO2 emissions in kilograms.

In general terms, the application of LLM has been
the most predominant in this type of task (binary
classification). In general, the energy consumption
needed to make the predictions can be considered
low and the CO2 emissions emitted per round to
make the prediction have not been very high ei-
ther, with a few exceptions. It is shown that an
environmentally friendly system can achieve good
results in the experiments and that LLMs, in gen-
eral, consume more energy as shown in Figures 3
and 7.

5.2. Simple Regression
The results obtained with the environmental data
for subtask 1b (ED) and subtask 2b (depression)
are compared below. For this task, most systems
used, again, LLM to resolve the problem.

For subtask 1b, about ED, there was precision at
30 (P@30) and Root Mean Square Error (RMSE)
results obtained by teams are shown in Figure 9.
Eight teams participated in this subtask and there
are fifteen different systems. Two systems used
classical ML systems (the best uses Gradient Boost
Regressor (GBR) and the second Naive Bayes),
four apply DL techniques and the rest, nine, use
LLM systems. For this regression task, LLM-based
systems seem to perform better as they are at the
top of the ranking except for the system based on
Sentence-BERT (SBERT), used by team Xabi IXA
(Larrayoz et al., 2023).

Energy consumption and emissions, shown in
Subfigures 10a and 10b respectively, for this task,
are similar to those of the binary classification task.
As in the previous figures, DL-based systems are
always at the top of the graph, showing their low
environmental impact. This is very noticeable in
the graph in Figure 11. The average value obtained
by the teams’ systems in task 1b for several metrics

Figure 9: Precision at 30 and RMSE scores ob-
tained by the systems sorted by RMSE metric. The
y-axis represents the team’s name followed by a
number representing the system used.

the organisers asked for related to environmental
impact are shown in Table 3, Appendix A.1.

In Figure 12 systems are visualised according
to their ranking, energy consumed and emissions
produced.

For subtask 2b, about depression, there was
P@30 and RMSE results obtained by teams are
shown in Figure 13. For this subtask, 7 teams par-
ticipated and there are 12 different systems. Three
systems use classical ML, and the best of them, ob-
tained by the PLN-CMM team (Guerra et al., 2023),
applies a Linear Regression. Moreover, two sys-
tems of the NLP-UNED team (Fabregat et al., 2023)
used DL systems (ANN) and six applied LLM. There
is a system that we do not know the type of algo-
rithm they apply located between the two DL-based
systems. The ML system that obtains the best re-
sults is in the top 3 systems that emit the most
emissions, as shown in Subfigures 14a and 14b.
Again, Figure 15 shows that LLM uses much more
energy than other types of systems.

The average value obtained by the teams’ sys-
tems in task 2b for several metrics the organis-
ers asked for related to environmental impact are
shown in Table 4, Appendix A.1.

In Figure 16 systems are visualised according
to their ranking, energy consumed and emissions
produced. This figure shows that there is a system
that consumes more energy than the rest and emits
more kilograms of CO2 per prediction and that also
obtains the worst result according to the RMSE
metric.

LLM seems to have triumphed for this type of
task (simple regression), in addition to being the
most energy-consuming and emission-intensive for
forecasting, although there are also environmen-
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(a) Mean energy consumed per round sorted by emis-
sions.

(b) Mean emissions emitted per round sorted by emis-
sions.

Figure 10: Average values obtained per round by
the systems for subtask 1b on environmental friend-
liness. The y-axis represents the team’s name fol-
lowed by a number representing the system used.

Figure 11: Boxplot of energy consumption (KWh)
of each prediction in task 1b by model type.

tally friendly systems that apply LLM. It is possible
to use these models without emitting large amounts
of CO2 as shown in Figures 10b, 14b, 12 and 16.

Figure 12: Distribution of the systems for task 1b.
The size of the marks is by the emissions produced.
The emissions were scaled and a logarithmic nor-
malisation in base 2 was performed for better vi-
sualisation. The colour scale corresponds to the
actual values of CO2 emissions in kilograms.

Figure 13: Precision at 30 and RMSE scores ob-
tained by the systems sorted by RMSE metric. The
y-axis represents the team’s name followed by a
number representing the system used.

6. Discussion

From the previous analysis, it is clear that LLMs are
among the solutions with a more demanding need
of power consumption and, therefore, associated
CO2 emissions. The RoBERTuito model was found
to be the one with a major impact in terms of emis-
sions, but this fact has to be considered carefully
for two main reasons: (1) we cannot guarantee the
confidence of the reported values by participants,
and (2) the validity of the measurements computed
by Code Carbon may be biased according to loca-
tion. In any case, despite this potential weakness
in our methodology, if we trust the data, some in-
teresting facts arise:

• Performance is not always linked to complexity.
Some classical machine learning systems with
very low carbon footprint exhibited superior
results.
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(a) Mean energy consumed per round sorted by emis-
sions.

(b) Mean emissions emitted per round sorted by emis-
sions.

Figure 14: Average values obtained per round by
the systems for subtask 2b on environmental friend-
liness. The y-axis represents the team’s name fol-
lowed by a number representing the system used.

Figure 15: Boxplot of energy consumption (KWh)
of each prediction in task 2b by model type.

• Similar systems may lead to very different en-
ergy consumption values or emissions. The
source of the energy and the efficiency of the
computing infrastructure may play a crucial
role here.

Figure 16: Distribution of the systems for task 2b.
The size of the marks is by the emissions produced.
The emissions were scaled and a logarithmic nor-
malisation in base 2 was performed for better vi-
sualisation. The colour scale corresponds to the
actual values of CO2 emissions in kilograms.

7. Conclusions

This work is, to the best of our knowledge, the first
attempt to introduce environmental impact analysis
in an evaluation campaign. In this paper, we focus
on performing this analysis in the MentalRiskES
shared task (Mármol-Romero et al., 2023), a com-
petition about detecting early mental risk disorders
in Spanish. Participants reported several efficiency
metrics when submitting their results. We use these
metrics to conduct our analysis. Based on our re-
sults, we found that systems based on DL models,
as expected, count for the major impact in terms of
carbon dioxide emissions. This is even more dra-
matic when LLMs are involved. Nonetheless, the
source of the energy consumed or the efficiency
of the computing infrastructure can mitigate this
negative impact Besides, in many cases there exist
alternatives based on less demanding approaches
that can produce high performances in the task of
early prediction of mental disorders.

Given the importance of assessing the environ-
mental impact of NLP systems, we strongly ad-
vocate for shared task organizers to prioritize the
essential practice of environmental impact mea-
surement. This proactive stance not only promotes
sustainability within the NLP community but also
encourages the adoption of environmentally con-
scious methodologies across a wide range of model
types.
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A. Appendix

A.1. Emissions values
This section contains the official competition en-
vironmental impact data tables for the tasks ad-
dressed in this document.
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team_run algorithm duration (s) emissions (kg) cpu_E (kWh) gpu_E (kWh) ram_E (kWh) E_consumed (kWh)
2 UMUTeam_0 LLM 11.51 7.01E-08 2.28E-07 1.40E-07 1.02E-09 3.69E-07
4 UMUTeam_1 LLM 11.51 7.01E-08 2.28E-07 1.40E-07 1.02E-09 3.69E-07
12 NLP-UNED_0 DL 0.61 1.62E-06 2.98E-06 5.45E-06 1.13E-07 8.54E-06
14 NLP-UNED_1 DL 0.61 1.62E-06 2.98E-06 5.45E-06 1.13E-07 8.54E-06
15 Xabi IXA_1 DL 2.04 6.51E-06 3.36E-05 0.00E+00 6.50E-07 3.43E-05
17 Xabi IXA_2 DL 2.04 6.51E-06 3.36E-05 0.00E+00 6.50E-07 3.43E-05
18 Xabi IXA_0 LLM 2.04 6.51E-06 3.36E-05 0.00E+00 6.50E-07 3.43E-05
9 plncmm_0 ML 2.80 8.11E-06 2.10E-05 1.24E-06 1.46E-07 2.23E-05
20, 21, 22 UPM_0 LLM 303.05 1.51E-05 7.93E-05 0.00E+00 1.49E-07 7.94E-05
13 UNSL_0 LLM 4.63 2.77E-05 6.11E-05 0.00E+00 1.34E-06 6.24E-05
3 UNSL_1 LLM 4.64 2.78E-05 6.13E-05 0.00E+00 1.34E-06 6.26E-05
7 VICOM-nlp_0 LLM 3.63 4.56E-05 8.86E-05 1.50E-04 1.41E-06 2.40E-04
6 VICOM-nlp_1 LLM 3.62 4.66E-05 8.85E-05 1.55E-04 1.41E-06 2.45E-04
5 VICOM-nlp_2 LLM 3.61 4.71E-05 8.83E-05 1.58E-04 1.42E-06 2.48E-04
1 CIMAT-NLP-GTO_0 ML 3.29 2.56E-04 1.80E-04 3.42E-04 5.67E-07 5.23E-04
8 CIMAT-NLP-GTO_1 LLM 3.29 2.56E-04 1.80E-04 3.42E-04 5.67E-07 5.23E-04
16 CIMAT-NLP-GTO_2 LLM 3.29 2.56E-04 1.80E-04 3.42E-04 5.67E-07 5.23E-04
19 I2C-UHU_0 LLM 75.73 3.19E-04 8.94E-04 0.00E+00 1.90E-05 9.13E-04
11 CIMAT-NLP_0 LLM 35.01 3.53E-03 2.59E-03 4.59E-03 3.58E-05 7.22E-03
10 CIMAT-NLP_1 LLM 35.45 3.58E-03 2.63E-03 4.66E-03 3.63E-05 7.32E-03

Table 1: Emission values obtained for task1a ranked according to the average emitted emissions. The
first column indicates the ranking obtained according to the value of Macro-F1. The team_run column is
the team’s name followed by a number representing the system it used. Some teams such as UPM seem
to have used the same system on different runs as they have the same values in all metrics and variables.

team_run algorithm duration (s) emissions (kg) cpu_E (kWh) gpu_E (kWh) ram_E (kWh) E_consumed (kWh)
1 UMUTeam_0 LLM 19.49 5.52E-08 1.02E-07 1.88E-07 7.73E-10 2.91E-07
6 UMUTeam_1 LLM 19.49 5.52E-08 1.02E-07 1.88E-07 7.73E-10 2.91E-07
16 GetitDone_0 LLM 11.73 2.25E-07 7.33E-05 2.01E-05 1.16E-06 9.45E-05
25, 26, 27 DepNLP UC3M GURUDASI_0 Unknown 15.07 4.35E-07 5.70E-07 9.28E-07 2.50E-08 1.52E-06
9 NLP-UNED_1 DL 0.73 1.64E-06 3.56E-06 4.96E-06 1.37E-07 8.65E-06
14 NLP-UNED_0 DL 0.73 1.64E-06 3.56E-06 4.96E-06 1.37E-07 8.65E-06
4 TextualTherapists_1 ML 25.78 3.23E-06 1.67E-05 0.00E+00 3.15E-07 1.70E-05
8 TextualTherapists_0 ML 25.77 3.23E-06 1.67E-05 0.00E+00 3.15E-07 1.70E-05
23 TextualTherapists_2 ML 25.78 3.23E-06 1.67E-05 0.00E+00 3.15E-07 1.70E-05
5 SINAI-SELA_0 LLM 30.58 9.17E-06 8.68E-06 1.13E-05 3.01E-07 2.03E-05
7 SINAI-SELA_1 LLM 31.06 9.17E-06 8.68E-06 1.13E-05 3.01E-07 2.03E-05
24 plncmm_0 ML 4.27 1.25E-05 3.20E-05 2.16E-06 2.34E-07 3.44E-05
3 UNSL_0 LLM 3.35 2.01E-05 4.42E-05 0.00E+00 9.98E-07 4.51E-05
2 UNSL_1 LLM 3.35 2.01E-05 4.42E-05 0.00E+00 9.98E-07 4.52E-05
12 VICOM-nlp_2 LLM 3.01 3.79E-05 7.35E-05 1.25E-04 1.18E-06 1.99E-04
15 VICOM-nlp_1 LLM 3.27 3.86E-05 7.90E-05 1.23E-04 1.27E-06 2.03E-04
19 VICOM-nlp_0 LLM 3.38 4.13E-05 8.13E-05 1.35E-04 1.35E-06 2.17E-04
11 CIMAT-NLP-GTO_0 ML 1.54 1.20E-04 8.46E-05 1.61E-04 2.66E-07 2.46E-04
13 CIMAT-NLP-GTO_1 LLM 1.54 1.20E-04 8.46E-05 1.61E-04 2.66E-07 2.46E-04
17 CIMAT-NLP-GTO_2 LLM 1.54 1.20E-04 8.46E-05 1.61E-04 2.66E-07 2.46E-04
18 Ana Laura Lezama Sánchez_0 Unknown 9.72 1.45E-04 1.42E-04 1.52E-04 3.77E-06 2.98E-04
20, 21, 22 NLPUTB_0 ML 105.80 3.74E-04 1.69E-03 0.00E+00 2.72E-05 1.72E-03
30 SPIN_0 LLM 184.64 2.58E-03 0.00E+00 1.35E-02 8.63E-05 1.36E-02
28 SPIN_1 LLM 185.12 2.59E-03 0.00E+00 1.36E-02 8.65E-05 1.36E-02
29 CIMAT-NLP_0 LLM 41.21 4.04E-03 2.83E-03 5.41E-03 4.20E-05 8.28E-03
10 CIMAT-NLP_1 LLM 41.42 4.06E-03 2.84E-03 5.44E-03 4.22E-05 8.32E-03

Table 2: Emission values obtained for task2a ranked according to the average emitted emissions. The
first column indicates the ranking obtained according to the value of Macro-F1. The team_run column is
the team’s name followed by a number representing the system it used.

team_run algorithm duration (s) emissions (kg) cpu_E (kWh) gpu_E (kWh) ram_E (kWh) E_consumed (kWh)
6 UMUTeam_1 LLM 11.27 6.86E-08 2.23E-07 1.37E-07 9.93E-10 3.61E-07
7 UMUTeam_0 LLM 11.51 7.01E-08 2.28E-07 1.40E-07 1.02E-09 3.69E-07
13 NLP-UNED_0 DL 0.61 1.62E-06 2.98E-06 5.45E-06 1.13E-07 8.54E-06
16 NLP-UNED_1 DL 0.61 1.62E-06 2.98E-06 5.45E-06 1.13E-07 8.54E-06
14 Xabi IXA_1 DL 2.04 6.51E-06 3.36E-05 0.00E+00 6.50E-07 3.43E-05
15 Xabi IXA_0 LLM 2.04 6.51E-06 3.36E-05 0.00E+00 6.50E-07 3.43E-05
17 Xabi IXA_2 DL 2.04 6.51E-06 3.36E-05 0.00E+00 6.50E-07 3.43E-05
5 plncmm_0 ML 2.80 8.11E-06 2.10E-05 1.24E-06 1.46E-07 2.23E-05
9, 10, 11 UPM_0 LLM 303.33 1.51E-05 7.93E-05 0.00E+00 1.49E-07 7.94E-05
1 CIMAT-NLP-GTO_1 LLM 3.29 2.56E-04 1.80E-04 3.42E-04 5.67E-07 5.23E-04
2 CIMAT-NLP-GTO_2 LLM 3.29 2.56E-04 1.80E-04 3.42E-04 5.67E-07 5.23E-04
12 CIMAT-NLP-GTO_0 ML 3.29 2.56E-04 1.80E-04 3.42E-04 5.67E-07 5.23E-04
4 I2C-UHU_0 LLM 75.73 3.19E-04 8.94E-04 0.00E+00 1.90E-05 9.13E-04
8 CIMAT-NLP_0 LLM 35.01 3.53E-03 2.59E-03 4.59E-03 3.58E-05 7.22E-03
3 CIMAT-NLP_1 LLM 35.45 3.58E-03 2.63E-03 4.66E-03 3.63E-05 7.32E-03

Table 3: Emission values obtained for task1b ranked according to the average emitted emissions. The
first column indicates the ranking obtained according to the value of Root Mean Square Error (RMSE).
The team_run column is the team’s name followed by a number representing the system it used.
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team_run algorithm duration (s) emissions (kg) cpu_E (kWh) gpu_E (kWh) ram_E (kWh) E_consumed (kWh)
4 UMUTeam_1 LLM 19.49 5.52E-08 1.02E-07 1.88E-07 7.73E-10 2.91E-07
5 UMUTeam_0 LLM 19.49 5.52E-08 1.02E-07 1.88E-07 7.73E-10 2.91E-07
12, 13, 14 DepNLP UC3M GURUDASI_0 Unknown 15.07 4.35E-07 5.70E-07 9.28E-07 2.50E-08 1.52E-06
11 NLP-UNED_0 DL 0.73 1.64E-06 3.56E-06 4.96E-06 1.37E-07 8.65E-06
15 NLP-UNED_1 DL 0.73 1.64E-06 3.56E-06 4.96E-06 1.37E-07 8.65E-06
3 plncmm_0 ML 4.27 1.25E-05 3.20E-05 2.16E-06 2.34E-07 3.44E-05
1 CIMAT-NLP-GTO_1 LLM 1.54 1.20E-04 8.46E-05 1.61E-04 2.66E-07 2.46E-04
2 CIMAT-NLP-GTO_2 LLM 1.54 1.20E-04 8.46E-05 1.61E-04 2.66E-07 2.46E-04
7 CIMAT-NLP-GTO_0 ML 1.54 1.20E-04 8.46E-05 1.61E-04 2.66E-07 2.46E-04
8, 9, 10 NLPUTB_0 ML 109.60 3.88E-04 1.75E-03 0.00E+00 2.87E-05 1.78E-03
16 CIMAT-NLP_0 LLM 41.21 4.04E-03 2.83E-03 5.41E-03 4.20E-05 8.28E-03
6 CIMAT-NLP_1 LLM 41.42 4.06E-03 2.84E-03 5.44E-03 4.22E-05 8.32E-03

Table 4: Emission values obtained for task2b ranked according to the average emitted emissions. The
first column indicates the ranking obtained according to the value of Root Mean Square Error (RMSE).
The team_run column is the team’s name followed by a number representing the system it used.
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