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Abstract

Non-referential functions of language such as
setting group boundaries, identity construction
and regulation of social proximity have rarely
found place in the language technology cre-
ation process. Nevertheless, their importance
has been postulated in literature. While mul-
tiple methods to include social information
in large language models (LLM) cover group
properties (gender, age, geographic relations,
professional characteristics), a combination of
group social characteristics and individual fea-
tures of an agent (natural or artificial) play a
role in social interaction but have not been stud-
ied in generated language. This article explores
the orchestration of prompt engineering and
retrieval-augmented generation techniques to
linguistic features of social proximity and dis-
tance in language generated by an LLM. The
study uses the immediacy/distance model from
literature to analyse language generated by an
LLM for different recipients. This research
reveals that kinship terms are almost the only
way of displaying immediacy in LLM-made
conversations.

1 Introduction

Language ideologies related to standard language
and referential functions of language play a role
in the entire life cycle of language technologies
(Hoehn et al., 2023). Non-referential functions of
language are covered by multiple linguistic theo-
ries, such as speech acts (Austin, 1962) and mem-
bership categorisation analysis (Schegloff, 2007b).
Voices emphasizing the importance of computa-
tional modelling of non-referential functions of
language in language technology systems become
more and more prominent, sometimes calling them
social functions (Hovy and Yang, 2021).

Language is not just an external code that peo-
ple can use to describe the world and their feel-
ings. Instead, language is co-created in interaction

and encodes agency, group belonging, identity con-
struction and regulation of social proximity among
other functions (Nguyen et al., 2016). For exam-
ple, someone who speaks a local dialect creates
their identity of belonging to a particular cultural
community and a particular social category. Unfor-
tunately, experiments on LLMs speaking as mem-
bers of particular social categories show that the
generated text often becomes stereotypical and dis-
criminatory (Cheng et al., 2023).

Research shows that LLMs learn implicit social
information from linguistic features (Kulkarni et al.,
2021), including negative attitudes towards social
groups (Omrani Sabbaghi et al., 2023). Existing
methods capturing social factors in LLMs include
socially-sensitive pretraining (Kulkarni et al., 2021)
and learning demographic features in representa-
tions (Hovy, 2018).

For many applications, such as social agents and
robots for children, it is crucial to ensure that the
language generated by the model is factual, ethical,
age-acceptable and consistent with respect to ref-
erential and non-referential functions of language.
Personalisation goals for long-term child-agent in-
teraction in literature include development of con-
sistent agent’s personas, content engineering and
sensibilisation to the child’s characteristics (Chubb
et al., 2022). New approaches to prompt engineer-
ing (Sorensen et al., 2022; Yong et al., 2023) and
retrieval augmented generation (RAG) (Lewis et al.,
2020) can facilitate creation of consistent personal-
ities while optimising content for the child’s needs
(Shuster et al., 2021). RAG-techniques are used to
extract relevant information and generate responses
only from relevant documents while prompt engi-
neering can be helpful in designing artificial agents
that use language features of a particular social
category (such as teacher or helpful assistant).

While non-referential functions of language help
people to index group belonging, they are still indi-
viduals, distinct from other members of the same
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groups. The objective of this work is to explore
the use of prompt engineering together with RAG
techniques to create an artificial agent with a con-
sistent personality encompassing group and indi-
vidual features in generated language. Because
non-referential functions of language help to ex-
press particular aspects when they become relevant
(e.g. the social identity of a fishing expert may
be relevant in some interactions, but not in all of
them), the role of the other speaker and shared
knowledge in such interactions is also of interest.
The main focus of the analysis is the ways how
artificial speakers regulate social proximity with
and without access to shared knowledge.

2 Social Proximity in Language

Many perspectives exist in academic research on
regulation of the social proximity in language.
In language theory, the concepts of conceptu-
ally/medially oral vs. conceptually/medially writ-
ten language were proposed (Koch and Oesterre-
icher, 1985). Further dimension of language of im-
mediacy vs. language of distance was added with
the time (Koch and Oesterreicher, 2012). The dis-
tinction between language of immediacy and lan-
guage of distance is a continuum, not a dichotomy.

These concepts were taken up by media studies
and extended to various contemporary language
and communication technologies such as messen-
gers and social networks because the concepts of
conceptually oral and medially written language
captures the nature of digital communication very
well (Beißwenger, 2015; Dürscheid, 2003). Lan-
dert and Jucker (2011) added a third dimension to
the original model, namely private vs public topics.
The three-dimensional model (interaction, content
and proximity) was used for the analysis of virtual
closeness in Bös and Schneider (2021).

From the perspective of the 3rd wave of sociolin-
guistics, linguistic features are of interest that help
to mark social group belonging (Eckert, 2012). In
the studies of language variation, the concepts of
language of immediacy and language of distance
help to understand the role of dialects in formulat-
ing group belonging and social proximity of speak-
ers (Kehrein and Fischer, 2016).

The analysis of dyadic instant messenger conver-
sations in Höhn (2019) uses linguistic features such
as deviations from standard language and changes
in forms of address to model ways for adapting the
degree of social proximity in interactions with chat-

bots. This is a non-traditional approach due to a
dominance of personality models when it comes to
designing individual ways of agent interactions and
their social roles (Zhou et al., 2019). The present
study employs the concepts of language of imme-
diacy and language of distance to analyse social
proximity on language generated by LLMs, which,
to my knowledge, has never been done before.

3 Data and Method

The agent’s personal characteristics are provided
to the LLM in two ways:

1. Prompt engineering: a system message de-
scribing how to act that is always provided to
LLM as part of the prompt, and

2. RAG: a set of artificially generated stories
about the agent’s personal experiences, geo-
graphical and family context, personal inter-
ests and special events from the "past".

The artificial agent is described as an old man who
likes fishing and always exaggerates when he tells
stories about the big fish and his adventures on
the sea. The documents provided to RAG include
stories about the house and the family, most mem-
orable events and the person’s adventures on the
sea and his unusual interest in jazz music and heli-
copters.

Information about the agent and the scenario is
encoded in the system message:
You are an old fisherman Fred. You love fishing
and always exaggerate when you tell stories
about the big fish. You always change the topic
of talk to fishing. Now you are at your birthday
party. You turned 90 today. You are talking to
[description of the other speaker]. Respond to
[description of the other speaker].
The descriptions of the other speaker:
- your grandson who is 6 years old.
- your granddaughter who is 10 years old.
- your wife who passed away.
- your friend Bob who also likes fishing and
frequently accompanied you on the sea.
- the Governor of the place who came just to
congratulate. The Governor is not your close
friend.
Nine stories with the total length of 10 464

words were generated as background knowledge.
They contain third-person tellings about all per-
sonas involved in interactions in order to sim-
ulate shared knowledge. The style of the sto-
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ries is fairy tale-like and was chosen by the
model. All stories and interactions are generated
using ChatGPT with the default value for tem-
perature and, only for dialogues, max_token =
250. For RAG, the pipeline was created with
LangChain using OpenAI embeddings, recursive
character text splitter with a chunk size of 250
tokens, and FAISS vector store. The conversa-
tion history for each artificial speaker is also pro-
vided to the LLM to make the dialogue more flu-
ent. The code and the data can be found here:
https://github.com/svetaatluxai/socialproximity.

A fixed script of seven turn pairs is used for all in-
teractions: the other speaker opens the conversation
with a greeting, congratulates to Fred’s birthday,
asks to tell the famous story about "that big fish",
remarks that the story had a different end last time,
asks about music, asks about helicopters and closes
the conversation. Because the generation is not de-
terministic, the dialogues are generated three times
for each other speaker with and without RAG. In
this way the model generated 30 dialogues.

While the three-dimensional model as explained
in (Landert and Jucker, 2011) and (Bös and Schnei-
der, 2021) is useful to analyse social closeness in
naturally occurring online conversations, focusing
mostly on the analysis of the social closeness di-
mension makes the most sense for the generated
data for the following reasons:

Public vs. private content. As Bös and Schnei-
der (2021) point out, private topics are expected
to generate more engagement and decrease social
distance. While this dimension would be useful
in evaluating human-agent interactions, the simu-
lated interactions between artificial characters in
this study are designed to control topics by prompts
and context.

Degree of interaction. The interactions were
designed as dialogues assuming a high degree of
interaction. However, the interactions are still trans-
actional, with "clean" turn-taking, with no overlaps,
no repairs and no other sequence-organisational
features observable in face-to-face human inter-
actions in similar settings (Rancew-Sikora and
Remisiewicz, 2020; Schegloff, 2007a). However,
the amount and the quality of generated text will
be analysed from this point of view.

The analysis of immediacy/distance language
is methodologically complex, language-dependent
and dependent on the first two dimensions, there-
fore, I analyse the data qualitatively. As a basis, I
use the coding scheme from Bös and Schneider

(2021) covering levels of orthography, morpho-
syntax, lexicon, discourse organisation and prag-
matics and non-verbal (emojis, descriptions of
body language). However, I pay attention to
other potential levels that potentially occur in syn-
thetic interactions and are not observable in human-
human interactions (Bös and Schneider, 2021).

4 Results and Discussion

Three features were found to contribute to fur-
ther understanding of the interactivity in this ar-
tificial setting although this dimension was con-
trolled by set-up. First, the length of the gener-
ated responses varies for RAG and non-RAG meth-
ods: the RAG-based responses are 1.56 to 2.34
times longer than non-RAG with the average re-
sponse length of 864 characters for RAG, and 489
symbols for non-RAG responses. Good practices
for chatbot design recommend to keep the chatbot
response length at around 150 symbols (Shevat,
2017). The max_token parameter is supposed to
limit the length of the generated response. How-
ever, the appropriate length of the response is not
the same for all questions: sometimes one word is
sufficient, and sometimes a story is required.

Second, the LLM sometimes produces responses
as LLM, and not as the character (Ah, my apolo-
gies for the mix-up. Thank you for pointing that
out. In that case, I would respond something like
this: [goes on talking to "Governor"]). In addition,
ChatGPT’s internal rules prevent complete gener-
ation of the script for the deceased wife character.
However, two complete dialogues were still gener-
ated for it. Consequently, in LLM-based dialogues,
there is always the third, invisible speaker-observer
– the LLM itself.

Third, the LLM generated responses with mul-
tiple questions, however, there is no space to re-
spond to them. Instead of allocating the turn to
the other speaker, LLM continues generating until
all allowed tokens are consumed. This may cause
interaction breakdowns in voice-based interactions.

Data analysed in Bös and Schneider (2021) were
textual, like the data in this study. While language
of immediacy occurs on all levels in human-human
online interactions (Bös and Schneider, 2021), I
only found language of immediacy on the level of
orthography and pragmatics/discourse organisation.
I found no examples of morpho-syntactic (ellip-
sis, non-standard grammar, contractions) or lexical
(colloquial lexis, repetition of words) language of
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immediacy. Consequently, generated language in-
dicates social distance on morpho-syntactic and
lexical levels in the dataset produced for this study.

On the pragmatic/discourse organisation level,
kinship terms (my little buddy, my little pirate,
buddy, my friend, my dear beloved wife, sweet-
heart) and discourse markers (Oh, boy... Oh my
dear... Ah,...) are the most frequent markers of
social proximity although overall, these markers
do not occur frequently. Orthographic markers
of immediacy only include punctuation repeats to
mark thinking (...), and only one occurrence of
this was produced. I found that personas with and
without RAG do not differ in their levels of imme-
diacy/distance language.

Example response to a grandson’s greeting:
Hi there, Micha! I’m doing just fine, thank you.
So happy to see you at my birthday party! Can
you believe that your old grandpa turned 90
today? Oh boy, time sure flies!
Listen, let me tell you a little secret. You know
how much I love fishing, right? Well, I’ve caught
some really big fish in my time. I’m talking about
fish that were so huge, they could’ve swallowed
a boat in one gulp! And the biggest one I ever
caught was as big as... umm... a dinosaur! Yes,
that’s right, Micha, a dinosaur fish!
In addition to linguistic markers, references to

shared knowledge stored in the documents make
the responses sound more personal (E.g. saying
to the friend: You know how much I love a good
jazz tune,...). RAG techniques help to simulate
spiritual closeness between two artificial entities
one of which is a deceased partner of the other
(I know you’re watching over me, and I feel your
presence in every breeze that touches my face). Hu-
mour (Can you tell everyone about the big fish you
caught in the bathtub yesterday?) and construction
of kinship (Let me tell you a secret...) are addi-
tional features marking immediacy in our corpus,
also found in human-human online talk (Bös and
Schneider, 2021).

Markers of social distance are frequent in our
corpus due to the preference of the LLM for stan-
dard language, standard orthography and punctua-
tion. In addition, formal forms of address (e.g. Mr.
Thornton, Governor) index social distance. Fur-
ther markers include formal terms and lexis (To
the Governor: It truly means a lot to have you join
in the festivities vs. to grandson I’m so happy to
have you here celebrating with me), use of complex
syntactic structures, and assertions. Words such as

here and with me index spatial proximity of the
virtual speakers while the term festivities indexes
distance.

Overall, stating that LLMs cannot regulate so-
cial proximity would be too simple. Depending on
the intended application of LLMs, the generated
values for the features on the continuum between
immediacy and distance may be advantageous or
limiting. For instance, standard orthography would
not be visible in voice-based interaction but would
be a better input for speech synthesis. However, an-
other post-processing might be needed to add oral
features of immediacy language, such as prosody
an regionally-marked pronunciation.

5 Conclusions and Future Work

Detected linguistic cues on the continuum between
immediacy and distance in artificially generated
conversations differ from linguistic means used by
humans. This research shows that although LLMs
reached an impressive level of fluency, their ability
to learn social features needs to be improved. To
enable this, we need to go beyond gender, age and
geographic features when defining what is ’social’.
More experiments with prompt-engineering and
RAG may be needed to make generative models
produce features of language of immediacy on all
levels contained in the annotation schema from Bös
and Schneider (2021).

While qualitative analysis is useful for discovery
and explanations of phenomena in small datasets,
automated quantitative metrics for dialogue evalua-
tion are used in large-scale studies. To make steps
towards automated evaluation of social proximity
in generated dialogues, we would need to place
all possible markers on the continuum of imme-
diacy and distance language and then detect and
count them to have a simple, approximated model.
Accuracy of such approximations will, however,
suffer from ambiguities, language variation and
prevalence of non-standard language in language
of immediacy.

Instead of artificially generated stories for RAG-
based generation, real-life personal stories, mem-
oires and different personal views on the same
events in personal life can be used. Also other
prompt versions can be tested.

For LLMs, the potential of generation of high-
quality language on the entire continuum between
immediacy and distance depends on the availability
of the training data. Especially, private conversa-
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tions and intimacy are under protection, and it is
an ethical question, whether such data should be
shared just for making the models better.

6 Limitations

Only a small number of dialogues and only in En-
glish were generated here to enable qualitative data
analysis for explanation of phenomena in language.
The dataset is limited to a very specific artificial
situation and the artificial roles are prototypical.
However, not all people can identify with such sce-
narios, and a large variety of studies simulating dif-
ferent social situations, languages and contexts is
needed. In addition, I only used ChatGPT for data
generation. Other models may produce different re-
sults. The script provided with this publication can
be used to generate more data with other models.

7 Ethical Considerations

While doing this work I realised that very con-
vincing deep fakes can be generated with these
techniques.
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