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Abstract
The aim of this paper is to replicate and extend
recent treebank-based considerations regarding
the syntactic structure of coordination. Overall,
we confirm the previous results that, given the
principle of Dependency Length Minimization,
corpus data suggest that the structure of coor-
dination is symmetric. While previous work
was based on 2 English datasets, we extend the
investigation to 3 more English datasets, 3 Pol-
ish datasets, and UD corpora for a number of
diverse languages. The results confirm the sym-
metric structure of coordination, but they also
make it possible to question some of the pre-
vious findings regarding the exact symmetric
structure of coordination.

1 Introduction

There is no agreement in theoretical linguis-
tics about the syntactic structure of coordination.
Within dependency approaches alone, 4 basic struc-
tures have been proposed with a number of vari-
ants (see Popel et al. 2013 and Przepiórkowski and
Woźniak 2023; the latter henceforth abbreviated to
PW23), as schematically presented in (1)–(4):

(1) Multi-headed/London:

⊙ ⊡ ⊡ ⊡ , ⊡ ⊡ ⊡ , ⊡ ⊡ ⊡ ⊡
(2) Conjunction-headed/Prague:

⊙ ⊡ ⊡ ⊡ , ⊡ ⊡ ⊡ , ⊡ ⊡ ⊡ ⊡

(3) Chain/Moscow:

⊙ ⊡ ⊡ ⊡ , ⊡ ⊡ ⊡ , ⊡ ⊡ ⊡ ⊡

(4) Bouquet/Stanford:

⊙ ⊡ ⊡ ⊡ , ⊡ ⊡ ⊡ , ⊡ ⊡ ⊡ ⊡

In these schemata, ⊙ marks the governor (e.g., saw
in (5)), ⊡ marks tokens within coordination, with
tokens belonging to the same conjunct grouped; the
single ungrouped ⊡ is the conjunction (e.g., and).

(5) Maggie saw [[a brown dog], [a grey cat], and
[a green tree]].

Moreover, these schemata follow syntactic theory
in assuming that heads of conjuncts are typically
near the beginning of these conjuncts in English,
given that it is a head-initial language; e.g., the DP
conjuncts in (5) are headed by the determiners.1

Prague and London approaches (1)–(2) are sym-
metric in the sense that all conjuncts bear the same
relation to the governor of the coordinate struc-
ture: in (1) they are direct dependents of the gov-
ernor, while in (2) they are all direct dependents
of the conjunction. By contrast, in the asymmetric
(3)–(4), only the first conjunct is a direct dependent
of the governor of the coordinate structure, with
the other conjuncts being direct (in (4)) or possibly
indirect (in (3)) dependents of the first conjunct.

PW23 give a novel corpus-based argument for
a symmetric structure of coordination. The argu-
ment assumes the principle of Dependency Length
Minimization (DLM) – a robustly demonstrated
tendency for natural languages to strive for maxi-
mally local dependencies.2 As argued in Hawkins
1994 and Futrell et al. 2020, this tendency operates
both at the level of use and at the level of grammar.

At the level of use, when both orders of two de-
pendents are grammatical, the longer one of these
dependents gets, the stronger the pressure for the
other dependent to occur closer to the governor. For
example (cf. Przepiórkowski and Woźniak 2023),
consider an intransitive verb, e.g., sing, and its two
PP dependents: a durative PPfor , e.g., for two hours,
and a locative PPin , e.g., the short in that club or

1This should be contrasted with Universal Dependencies
(UD; https://universaldependencies.org/; Nivre et al.
2016, de Marneffe et al. 2021, Zeman et al. 2024), where the
nouns – i.e., typically conjunct-final tokens – are assumed to
be heads; see Osborne and Gerdes 2019 for discussion.

2See, e.g., Behaghel 1909, Hawkins 1994, Gibson 1998,
Ferrer-i-Cancho 2004, Gildea and Temperley 2007, 2010, Liu
2008, Liu et al. 2017, Futrell and Levy 2017, Temperley and
Gildea 2018, and many others.
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the much longer in the most famous American jazz
club. Then, if the likelihood of the order [V PPfor

PPin ] (as opposed to [V PPin PPfor ]) is p1 for the
shorter PPin (i.e., for sing [for two hours] [in that
club]), then it will be p2 > p1 for the longer PPin

(i.e., for sing [for two hours] [in the most famous
American jazz club]).

Such at-use pressures may become conventional-
ized, i.e., they may become at-grammar tendencies.
For example (cf. PW23 again), given that NPs are
on average shorter than PPs (which consist at least
of a preposition and an NP), DLM will be more
often satisfied by [V NP PP] than by the [V PP
NP] order. Hawkins (1994: 90) argues that this
tendency became conventionalized in English into
a general preference for the former order, active
even when the lengths of the NP and the PP are
equal, i.e., when there is no at-use DLM gain. For
example, despite the similar lengths of the two
dependents, I sold [my mother’s ring] [for five dol-
lars] is preferred to I sold [for five dollars] [my
mother’s ring]). On the other hand, this at-grammar
pressure may be overridden by the at-use pressure
when length differences are large: the [V PP NP]
order becomes more natural again in I sold [for five
dollars] [my mother’s silver engagement ring that
she got from my father], despite the violation of the
at-grammar preference for [V NP PP].

Now, the general idea of PW23’s argument is
to compare the predictions of each of the four
proposed structures of coordination to what is ob-
served in corpora. For example, consider binary co-
ordinations in the asymmetric Stanford approach.

(6) Bouquet/Stanford:

a. ⊙ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

b. ⊙ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

c. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

d. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

e. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊙

f. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊙
(6a–b) illustrates coordination with the governor on
the left (as in (5)), (6c–d) – coordinations with no
governor (e.g., coordination of sentences), (6e–f) –
those with the governor on the right (e.g., Bart and

Lisa laughed). Each pair compares two orders of
conjuncts: in the first the first conjunct is shorter,
in the second – the second is shorter.

If DLM operates in coordinate structures only
at the level of use, then the following tendencies
are predicted. First, as seen in (6a–b), when the
governor is on the left, there is a pressure for the
first conjunct to be shorter: the total sum of depen-
dency lengths is smaller in (6a) than in (6b).3 So,
there is an at-use pressure for the shorter conjunct
to occur as the first conjunct when the governor is
on the left. Moreover, the difference between the
aggregate dependency lengths in (6a–b) is equal
to the difference of lengths of the two conjuncts.
Hence, this pressure for the shorter conjunct to be
first is greater when the conjunct length differences
are greater. These considerations translate into
a clear prediction: when the difference between the
lengths of conjuncts is greater, the proportions of
coordinations with the shorter first conjunct should
be greater. Formally, let pL(n) be the proportion
of those binary coordinations with a governor on
the left with the absolute length difference between
the two conjuncts being n > 0 in which the first
conjunct is shorter. The prediction of the Stanford
approach is that pL(n) should be a monotonically
increasing function of n.

It is easy to see that exactly the same prediction
is made when there is no governor (see (6c–d)) and
when the governor is on the right (see (6e–f)): in
all three cases, when the first conjunct is shorter,
the aggregate dependency length is smaller. More-
over, in all three cases the difference between the
sum of lengths is the same and equal to the length
difference between the two conjuncts. That is,
pL(n), p−(n) (the proportion function when there
is no governor), and pR(n) (the proportion func-
tion when the governor is on the right) should all
be equally monotonically increasing.

In order to verify such predictions, PW23 ex-
amined the distribution of binary coordinations in
PTB& (Ficler and Goldberg 2016), a version of
Penn Treebank (PTB; Marcus et al. 1993) which
improves on PTB by offering explicit and relatively
consistent information about coordinations. Out of
21,825 binary coordinations they extracted from
around 49.2K sentences in PTB&, 13,106 had gov-

3Dependencies within conjuncts are not shown here, as
they do not depend on the order of conjuncts, i.e., they do not
matter for the comparison of aggregate dependency lengths.
Also, unlike some of the previous work reported below, we
only consider lengths measured in words here – not syllables
or characters.
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ernor on the left, 4,000 had no governor, and 4,719
had governor on the right. For each subpopula-
tion, they fitted a monofactorial logistic regression
model to estimate pL(n), p−(n), and pR(n). The
result was that pL(n) and p−(n) were monotoni-
cally increasing, as predicted by the Stanford ap-
proach, but pR(n) was more or less constant, with
confidence bands compatible with the true pR(n)
being either decreasing or increasing. However,
they also performed a multifactorial binary logistic
regression analysis, which showed that the slope is
statistically significantly flatter when the governor
is on the right than when it is on the left or miss-
ing. This is not predicted by the Stanford approach,
where all three slopes should be the same.

As binary coordinations have almost exactly
the same dependency relations on the two asym-
metric – Stanford and Moscow – approaches, the
above observations and conclusions also hold for
the Moscow approach, which we will not consider
further. However, the predictions of the two sym-
metric approaches are more interesting. The rele-
vant schemata are presented in (7)–(8):

(7) Conjunction-headed/Prague:

a. ⊙ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

b. ⊙ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

c. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

d. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

e. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊙

f. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊙

(8) Multi-headed/London:

a. ⊙ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

b. ⊙ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

c. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

d. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡

e. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊙

f. ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊡ ⊙

PW23 note that the Prague approach is directly
compatible with their corpus analyses: shorter first
conjuncts minimize aggregate dependency length
when the governor is on the left (see (7a–b)) or
absent (see (7c–d)), but not when it is on the right
(see (7e–f)). In the latter case, the aggregate depen-
dency lengths are the same in (7e–f). This directly
corresponds to the observed monotonically increas-
ing pL(n) and p−(n), and constant pR(n).4

Finally, in the case of the London approach, the
prediction is that pL(n) is increasing (cf. (8a–b)),
p−(n) is constant (cf. (8c–d)), and pR(n) is de-
creasing (cf. (8e–f)). This is not directly compati-
ble with PW23’s corpus-based models when DLM
is only considered at use. However, PW23 also
consider an at-grammar DLM effect, related to the
well-known fact (which they confirm on the basis
of PTB&) that most of the coordinate structures
have their governor on the left in English. As – on
any approach to coordination – the shorter first con-
junct minimizes the aggregate dependency length
in such situations, this means that in most cases
it pays to have the first conjunct shorter and that
this tendency could have plausibly been conven-
tionalized to the at-grammar pressure for shorter
first conjuncts in general.

The existence of such a hypothetical at-grammar
tendency does not change anything in the case
of asymmetric approaches (they still predict that
all three p∗(n) functions should be equally mono-
tonically increasing), but it makes a difference in
the case of the London approach. If such an at-
grammar tendency is present, then pL(n) is still pre-
dicted to be monotonically increasing, but now also
p−(n) is predicted to be monotonically increas-
ing, by virtue of the at-grammar pressure alone.
Moreover, the at-use pressure for the shorter sec-
ond conjunct observed in (8e–f) is counterbalanced
by the hypothetical at-grammar pressure for the
shorter first conjunct, resulting in the roughly con-
stant pR(n) observed in PTB&.

One of the limitations of PW23 is the relative
scarcity of data: the number of coordinations with
the governor on the right was not sufficient to train

4Note that the Prague approach predicts stronger pressure
when the governor is on the left (see (7a–b); the difference
between the two orders is twice that of the conjunct length
difference) than when it is absent (see (7c–d); the difference
is that of the conjunct length difference). PW23’s multifacto-
rial analysis confirms the corresponding difference of slopes
between pL(n) and p−(n) when length is measured in char-
acters or syllables, but it detects no statistically significant
difference when it is measured in words.
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a logistic regression model that would give a sta-
tistically significant answer concerning the mono-
tonicity of pR(n). In an attempt to remove this
limitation, Przepiórkowski et al. 2024 (henceforth,
PBG24) replicate PW23’s study on the basis of
the Corpus of Contemporary American English
(COCA; Davies 2008–2023) automatically parsed
with Stanza (Qi et al. 2020) to the UD format. Un-
like PW23, they considered the first and last con-
junct in all coordinations, noting that over 86%
of them were binary and that restriction to binary
coordinations does not affect the results. From
a subset of COCA containing almost 21.8M sen-
tences, they extracted over 11.5M coordinations
and fitted those with considerable length differ-
ences between conjuncts (at least 4 words) into
a logistic regression model. As in PW23, the es-
timated pL(n) and p−(n) were monotonically in-
creasing – pL(n) more so than p−(n) – but this
time pR(n) was monotonically decreasing (statisti-
cally significantly with p ≪ 0.001). This is clearly
incompatible with asymmetric theories, on which
all should be similarly increasing, not fully com-
patible with symmetric Prague approach, on which
pR(n) should be constant if DLM only operates
at use or increasing if it also operates at grammar,
but fully compatible with the London approach,
on the assumption that the at-grammar tendency
is strong enough to make p−(n) – constant at the
level of use – increasing, but not strong enough
to make pR(n) – decreasing at use – constant or
increasing. PBG24 conclude that their study makes
it possible to sharpen the results of PW23, as it not
only provides evidence for symmetric approaches
to coordination in general, but for a particular such
approach (London).

However, PBG24 note a major limitation of their
approach that was absent in PW23, namely, the low
quality of their automatically parsed data. For each
governor position (left, absent, right) and each con-
junct length difference (from 1 to 20 words), they
sampled 15 coordinations from the 11.5M coordi-
nations automatically extracted from COCA, result-
ing in 900 coordinations altogether, and checked
whether they were extracted correctly, i.e., had the
right information about governor position and iden-
tified the two conjuncts correctly, as only this in-
formation matters for the statistical model. They
found that only slightly over 50% of coordinations
were extracted correctly in this sense. While there
are no reasons to think that the distribution of errors
significantly influenced their results, such a prob-

lem cannot be a priori excluded, leading them
to the conclusion that “further replication studies,
also based on languages other than English, are
needed to make these results even more robust”
(Przepiórkowski et al. 2024: 1029).

2 New Studies

In order to validate the results of PW23 and PBG24,
we performed a number of similar studies on dif-
ferent datasets: 2 for English, 2 for Polish (another
head-initial language), and further studies based on
UD corpora of a number of languages, including
English and Polish. Because of relatively small
sizes of the datasets for languages other than En-
glish, some of the results by themselves are not sta-
tistically significant, but taken together they largely
confirm the conclusions of previous studies.5

2.1 English

Two English studies follow PBG24: they are based
on automatically-parsed COCA, i.e., on a low qual-
ity but large resource. The difference with respect
to PBG24’s study is that in the current studies
COCA was not parsed to the UD format.

As is well known (see, e.g., Przepiórkowski and
Patejuk 2019), the representation of coordinate
structures in the basic UD standard is not optimal:
certain structures cannot be represented unambigu-
ously. For example, there is just one UD represen-
tation of the sequence lazy cats and dogs, whether
lazy modifies cats alone, or whether it modifies the
whole coordinate structure (so that dogs are also
lazy).6 This is a problem, as it is not clear whether
the two conjuncts in lazy cats and dogs are of same
lengths (this is the case if lazy modifies the whole
coordination) or whether the first conjunct is longer
(if lazy modifies cats alone), and this information
is crucial for the argument at hand. While PBG24
implemented various heuristics for disambiguating
such representations, they are imperfect, so this
ambiguity problem contributes to the low quality
of input data in their study.

5All statistics and visualizations were performed using R
(R Core Team 2024), with the stastical significance of slope
differences estimated using the emtrends commands from the
emmeans package (Lenth 2024).

6This difference is easy to represent in some other ap-
proaches, including the Prague approach and the enhanced
version of UD (Schuster and Manning 2016). Unfortunately,
the main dependency parsers currently in use only provide the
basic UD structures.
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2.1.1 COCA parsed with Stanza/SUD
In order to alleviate this problem, two differ-
ent representations were used here. In the first
study, the Surface-syntactic Universal Dependen-
cies (SUD; Gerdes et al. 2018, 2021a) format
was used, which makes it possible to represent
information about shared dependents explicitly.7

We trained Stanza on a treebank consisting of
SUD versions of three English UD corpora: EWT
(Silveira et al. 2014), GUM (Zeldes 2017), and
(the English part of) ParTUT (Sanguinetti and
Bosco 2014), all downloaded from https://
surfacesyntacticud.github.io/data/.

In order to assess the quality of coordinations
extracted using this SUD-trained parser, we also
trained Stanza on the original UD versions of the
same corpora, and compared the 1526 coordina-
tions extracted from the testing parts of these cor-
pora by the two trained parsers. The two parsers
agreed on 1075 coordinations. In the case of the re-
maining 451, SUD-based procedure correctly iden-
tified 260 (57.6%) coordinations, and UD-based
procedure – 252 (55.9%) coordinations. That is,
the coordination extraction process based on the
SUD-trained parser turned out to be only slightly
better than that based on the UD-trained parser.
(This difference was not statistically significant, ac-
cording to McNemar’s test.) Hence, while we did
not evaluate the quality of extracted coordinations
using the same procedure as PBG24, we do not
expect coordinations based on SUD-trained Stanza
to be of significantly better quality than those based
on UD-pre-trained Stanza in PBG24.

Despite this only marginal improvement, the
SUD-trained Stanza was used to replicate PBG24’s
study. The whole COCA was parsed and, as a re-
sult, 14,341,063 coordinations were identified, in-
cluding 12,476,392 binary coordinations. Three
logistic regression models were trained, as before,
with results presented in the left column of Fig-
ure 1. The relations between the three slopes
are as expected: the slope is most positive in the
case of pL(n) (top graph) and least positive in
the case of pR(n) (bottom graph). The fact that
all slope differences are highly statistically sig-
nificant (p ≪ 0.001) is consistent with symmetric
approaches, but not with asymmetric approaches.

7Also other aspects of SUD representations, especially,
the fact that constructions are headed by function rather than
content words (e.g., PPs are headed by prepositions rather
than nouns), make the resulting structures less ambiguous and
easier to work with.

Figure 1: Logistic regression models of COCA coor-
dinations extracted with Stanza trained on SUD (left
column) and UD (right column) corpora

Moreover, the significantly negative slope of pR(n)
is only consistent with the symmetric London ap-
proach. However, what is unexpected and not wit-
nessed before is that also the slope of p−(n) was
significantly negative. This is incompatible not
only with asymmetric approaches and the Prague
approach, which all predict that it should be posi-
tive, but also with the London approach, on which
it should be constant (if there is no at-grammar pres-
sure) or positive (if there is additional at-grammar
pressure). This effect is specific to SUD-trained
Stanza.8

Interestingly, when the same full COCA was
parsed with Stanza trained by us on the UD ver-
sions of the same training corpora, the slopes of all
logistic regression models were significantly pos-

8Moreover, it seems that, at least to some extent, this
effect was caused by the inclusion of spoken parts of COCA
in the current study, unlike in PBG24, where only written
parts of COCA were processed. After removing two conversa-
tional genres – spoken and TV/movies – the slope of p−(n),
while still significantly negative, was much flatter (−0.00104
vs. −0.00466 in Figure 1), with p not reaching the < 0.001
significance level.
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itive (see the right column of Figure 1), unlike in
the SUD-based study (see the left column again),
but also unlike in PBG24, where a large subset of
COCA was parsed with Stanza pre-trained on UD
and where pR(n) was monotonically decreasing.
However, while this difference awaits explanation,
the positive slope of pR(n) is compatible with both
symmetric approaches to coordination: on the as-
sumption of any at-grammar pressure, the slope
of pR(n) is expected to be positive on the Prague
approach, and if this at-grammar pressure is suffi-
ciently strong, then the positive slope of pR(n) is
also expected on the London approach. Moreover,
it is important to note that the relations between
slopes of these UD-based models are again as ex-
pected by symmetric theories of coordination: the
slope is most positive in the case of pL(n) (top
graph) and least positive in the case of pR(n) (bot-
tom graph), with all relevant differences statisti-
cally significant (p ≪ 0.001).

2.1.2 COCA Parsed with BNP
Another way to avoid the problems of UD repre-
sentation of coordination was to use a constituency
parser. To this end, we utilized the Berkeley Neu-
ral Parser (BNP; Kitaev and Klein 2018, Kitaev
et al. 2019) with the benepar_en3 model. All of
COCA apart from the spoken genre was parsed
– around 59.5M sentences. Only simple binary
coordinations were extracted – constituents con-
sisting of three children, where the middle child is
a conjunction (e.g., Lisa and Bart) and constituents
consisting of four children, where the first and third
child constitute a conjunction (e.g., either Marge or
Homer). This way the problem of the exact extents
of conjuncts was avoided. However, unlike depen-
dency representations, the PTB format produced
by BNP does not contain a clear information about
governors, so heuristics similar to those used in
PW23 were employed. In the process, information
about 13,543,340 coordinations was extracted.

The quality of the resulting data was evaluated
using exactly the same procedure as in PBG24: for
each governor position (left, absent, right) and each
conjunct length difference (from 1 to 20 words),
15 coordinations were sampled and checked for
correctness (understood as in PBG24: the right
conjuncts and the right position of the governor).
The data quality was much higher than in the case
of Stanza-parsed dataset used in PBG24: 78.11%
of coordinations were judged as correct here, as
opposed to 50.1% in PBG24.

The results are analogous to those based on UD-
trained Stanza reported in the previous section: 1)
all three slopes were significantly positive (with
p ≪ 0.001), 2) that of pL(n) was most positive
(0.112), followed by p−(n) (0.085), and by pR(n)
(0.029), with all differences highly statistically sig-
nificant (p ≪ 0.001). Again, this is compatible
with both symmetric approaches to coordination
(assuming different strengths of at-grammar pres-
sure), but not with asymmetric approaches.

2.2 Polish

Two Polish studies follow PW23: they are based
on manually-annotated treebanks, i.e., on small but
relatively high-quality resources.

2.2.1 Składnica Constituency Parsebank
The first is based on Składnica, a manually-
disambiguated constituency parsebank of Polish
(Woliński et al. 2011, 2018) containing 14K sen-
tences. As this is a much smaller corpus than PTB&

(49.2K sentences), the first and last conjuncts of
all coordinations, not just binary, were taken into
account, resulting in 5395 extracted coordinations
(including 4800 binary; vs. 21,825 in PTB&).

The results are similar to those obtained by
PW23. First of all, both pL(n) and p−(n) are
monotonically increasing with statistically highly
significant (p ≪ 0.001) positive slopes; this is com-
patible with all approaches, although in the case of
the London approach only with the assumption of
an at-grammar tendency for shorter first conjuncts.
Second, the slope of pL(n) is statistically signifi-
cantly (p < 0.05) greater than that of p−(n) (0.18
vs. 0.09); this is only explained by the symmetric
approaches. Third, while the slope of pR(n) is also
positive (0.025), this value is not significantly dif-
ferent than 0 (p > 0.05); this is again more in line
with symmetric approaches. Finally, while the dif-
ference of slopes of p−(n) and pR(n) is not statis-
tically significant, the difference of slopes of pL(n)
and pR(n) is (p < 0.05), which is not compatible
with asymmetric approaches (on which all slopes
should be the same), but immediately explained by
both symmetric approaches.

2.2.2 Polish Dependency Bank
The second study is based on Polish Dependency
Bank (PDB; Wróblewska 2014), a pre-UD depen-
dency treebank in which coordinations are anno-
tated according to the Prague approach (so they
were free from the ambiguity problem mentioned
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above). The version of PDB used in this study con-
tains over 22K sentences. Again, all coordinations
were taken into account: 13,247 were extracted,
including 11,635 binary coordinations.

The results of this study are similar to those of
the previous one. First, all three slopes are mono-
tonically increasing, but this time all positive slopes
are statistically significant (p ≪ 0.001 for pL(n)
and p−(n), p < 0.05 for pR(n)). Second, the
relation between the three slopes is as expected
by symmetric theories of coordination: greatest
for pL(n) (0.093), smaller for p−(n) (0.073), and
smallest for pR(n) (0.055); however, this time the
differences between these slopes did not turn out
to be statistically significant.9

In summary, the results based on PDB alone
are not sufficient to distinguish between symmetric
and asymmetric approaches to coordination: the
relevant differences, while in line with symmetric
approaches, are not statistically significant. How-
ever, these results are compatible with those based
on Składnica, where most of the crucial differences
are statistically significant and, hence, provide an
argument from Polish for the symmetric structure
of coordination.

2.3 Partial Summary and Discussion

The results of previous work and our own stud-
ies are presented in Table 1.10 In the L/− col-

Table 1: Summary of studies described above: num-
ber of sentences, number of extracted coordinations,
comparisons of slopes (see explanation in text)

sents coords L/− −/R L/R R

PW23 49.2K 21.8K − +∗∗∗ +∗∗ −
PBG24 21.8M 11.5M +∗∗∗ +∗∗∗ +∗∗∗ −∗∗∗

St./SUD 69.2M 14.3M +∗∗∗ +∗∗∗ +∗∗∗ −∗∗∗

St./UD 69.2M 10.8M +∗∗∗ +∗∗∗ +∗∗∗ +∗∗∗

BNP 59.5M 13.5M +∗∗∗ +∗∗∗ +∗∗∗ +∗∗∗

Składnica 14.0K 5.4K +∗ + +∗ +
PDB 22.2K 13.2K + + + +∗

umn, ‘+’ means that the slope of pL(n) is greater
(more positive) than that of p−(n), and ‘−’ that
it is smaller (more negative), and analogously in

9Recall that we assume that lengths are measured in
words. When they are measured in syllables, the difference be-
tween pL(n) and pR(n) turns out to be statistically significant
(p < 0.05), while the character metric renders the difference
between pL(n) and p−(n) statistically significant (p < 0.05).

10The small ratios of coordinations to sentences in
St./(S)UD and BNP rows is probably caused by the inclu-
sion of conversational genres (spoken in all three, TV/movies
also in St./(S)UD), characterized by a very large number of
very short – coordination-free – sentences.

the next two columns. Recall that the prediction
of both symmetric approaches is that the slope of
pL(n) is greatest and that of pR(n) smallest, so an
ideal confirmation of such approaches would have
a sequence of statistically significant +’s in these
three columns. On the other hand, according to
asymmetric approaches there should be no slope
differences, so a sequence of statistically insignifi-
cant differences is expected. The final R column
presents the sign of the slope of pR(n); the negative
sign, ‘−’, is compatible with the London approach,
but not with the Prague approach. The number of
asterisks reflects levels of statistical significance:
∗∗∗ for p < 0.001, ∗∗ for p < 0.01, ∗ for p < 0.05;
additionally, when p > 0.1, + or − is in grey.11

What all English models have in common is
that the differences between the slopes are as pre-
dicted by the symmetric approaches to coordina-
tion: when the difference is significant, it is al-
ways +. However, the studies reported here also
show that the effect of parser is clearly visible,
with the slope of pR(n) – crucial for a potential
argument for the superiority of the London sym-
metric approach over the Prague approach – some-
times significantly negative (PBG24, Stanza/SUD),
and sometimes significantly positive (Stanza/UD,
BNP). Given that – as shown by the evaluation
of extracted coordinations – the quality of input
to these models was highest in the case of COCA
parsed with BNP, these results seem to be most
reliable. Hence, the conclusion of PBG24 that –
given the negative slope of pR(n) – the London ap-
proach is the only one compatible with corpus data
might have been premature. That is, the current
conclusion must be that asymmetric approaches
are clearly incompatible with corpus data, but –
contrary to the conjecture of PBG24 – the resulting
models are not sufficiently reliable to distinguish
between the two symmetric approaches. Note that
this conclusion is compatible with PW23’s results,
which were inconclusive about the slope of pR(n),
as well as with the results of our Polish studies, ac-
cording to which the slope of pR(n) is positive (sig-
nificantly so, according to the PDB-based study).

2.4 Other Languages (UD Corpora)

We also performed similar studies on the basis of
UD corpora of 10 languages (version 2.14; Zeman
et al. 2024). We only considered clearly head-ini-

11PBG24 do not report the levels of statistical significance
for slope differences; we estimated these levels on the basis of
their raw data, made available to us.
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tial languages with at least 700K tokens in UD
corpora, i.e., 5 Romance languages (Italian, Latin,
Portuguese, Romanian, Spanish), 2 Germanic (En-
glish, Icelandic), and 3 Slavic (Czech, Polish –
exceptionally, even though it had less than 700K
tokens, Russian).12 See Table 2.

Table 2: Sizes of – and results based on – UD datasets:
number of tokens, number of extracted coordinations,
comparisons of slopes (see explanation in text)

tokens coords L/− −/R L/R R

it 864K 25,426 +∗∗∗ + +∗ +∗∗

la 983K 39,510 +∗ +∗∗∗ +∗∗∗ −
pt 1,361K 29,255 +∗∗∗ + +∗∗ +∗∗

ro 938K 37,247 + +∗∗∗ +∗∗∗ +
es 1,002K 28,666 +∗∗∗ + +∗ +∗∗

en 718K 21,013 − +∗∗ +∗∗ −
is 1,183K 43,852 +∗∗∗ − +∗ +∗

cs 2,249K 90,566 −∗∗∗ +∗∗∗ +∗∗∗ −∗

pl 497K 16,684 − +∗ + +
ru 1,896K 61,004 + +∗∗∗ +∗∗∗ −

While many differences are statistically insignif-
icant, a fact that may be explained by the relatively
small sizes of corpora used, it is clear that the re-
sults of this study are overall only compatible with
the symmetric approaches.

This is most clear in the case of the Romance
languages, where all differences are in the positive
direction expected by symmetric approaches and
the L/R difference is always statistically signifi-
cant. While only in the case of Latin are all three
differences statistically significant, for all Romance
languages at least one of the differences L/− and
−/R is highly statistically significant (p < 0.001),
contra asymmetric approaches.

All statistically significant differences are in the
‘right’ positive direction also in the case of the two
Germanic languages, English and Icelandic, and
similarly for two of the Slavic languages, Russian
and Polish, even if only one difference reaches the
level of statistical significance in the case of Polish
(probably because of the very small dataset).

12We used Typometrics (https://typometrics.elizia.
net/; Gerdes et al. 2021b) to estimate headedness: we consid-
ered a language head-initial if it scored over 50% on two mea-
sures: the percentage of adpositional constructions with the
adposition preceding its proper noun object (ADP-comp:obj-
PROPN) and the percentage of verbal phrases with the verb
preceding its proper noun object (VERB-comp:obj-PROPN).
While all selected languages scored close to 100% on the adpo-
sitional measure, they differed widely on the verbal measure:
from 51% for Latin, 72% for Czech, 81% for Russian, and
85% for Polish, to over 99% for English, Portuguese, and
Italian. By contrast, two prototypically head-final languages –
Korean and Turkish – scored 0% on the adpositional measure
and, respectively, 0% and 3% on the verbal measure. German
is not included, as it scored below 50% on the verbal measure.

Finally, Czech is an outlier in this study, in that
the L/− difference is highly significantly negative.
However, the difference of slopes of pL(n) and
p−(n) is relatively small: 0.0404 vs. 0.0553. More-
over, while both these slopes are positive, the slope
of pR(n) is statistically significantly (p < 0.05)
negative, −0.0167, which speaks not only against
asymmetric approaches, on which it should be pos-
itive, but also – a little ironically – against the
Prague approach, on which the slope of pR(n)
should be 0 or positive. We leave the investiga-
tion of this outlier for future work.

3 Conclusion

At the most general level, the main contribution of
this paper is a demonstration that extensive repli-
cation is crucial not only in psychology, medicine,
and social sciences, but also in formal and compu-
tational linguistics. PBG24’s replication of PW23’s
argument for the symmetry of coordination seemed
to narrow down potentially valid representations of
coordination from the two symmetric approaches
to just the London approach, but the current more
extensive replication invalidates this conjecture.
While two of our studies (Stanza/SUD and UD/cs)
result in models with negative slopes of pR(n),
compatible only with the London approach, 7 other
studies (Stanza/UD, BNP, PDB, UD/it, UD/pt,
UD/es, UD/is) – including two based on English
data, just as Stanza/SUD and PBG24 – result in
models with significantly positive slopes of pR(n).
Clearly, the choice of parser and dataset is impor-
tant for the argument, and future research should
determine how exactly it influences the results.

Nevertheless, the current studies add strong
cross-linguistic arguments for the main claim of
PW23 and PBG24, namely, that corpora provide
quantitative evidence for the symmetry of coordina-
tion. Apart from UD/cs, where the unexpected sta-
tistically significant L/− difference was observed,
and PDB, where relevant differences were not sta-
tistically significant, in all other 13 models statisti-
cally significant slope differences were found that
are only compatible with symmetric approaches.

An important limitation of this paper is that it
only considers head-initial languages, as the above
reasoning assumes that heads of conjuncts are con-
junct-initial on average. An investigation of the
structure of coordination in two head-final lan-
guages, Korean or Turkish, may be found in Stemp-
niak 2024a.
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zależności w strukturach współrzędnie złożonych:
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