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Introduction

As the number of users and their web-based interaction has increased, incidents of verbal threat,
aggression and related behavior like trolling, cyberbullying, and hate speech have also increased
manifold globally. The reach and extent of the Internet have given such incidents unprecedented
power and influence to affect the lives of billions of people. Such incidents of online abuse have
not only resulted in mental health and psychological issues for users, but they have manifested
in other ways, spanning from deactivating social media accounts to instances of self-harm and
suicide and offline violence as well.
To mitigate these issues, researchers have begun to explore the use of computational methods
for identifying such toxic interactions online. In particular, Natural Language Processing (NLP)
and ML-based methods have shown great promise in dealing with such abusive behaviour
through early detection of inflammatory content. In fact, we have observed an explosion of
NLP-based research on offensive content in the last few years. The creation of new venues
such as the WOAH and the TRAC workshop series has accompanied this growth. Community-
based competitions, like tasks 5/6 at SemEval-2019, task 12 at SemEval-2020, task 5/7 at
SemEval-2021, task 7 at SemEval-2023 have also proven extremely popular. In fact, because
of the huge community interest, multiple workshops are being held on the topic in a single year.
For example, in 2018 ACL hosted both the Abusive Language Online workshop (EMNLP) as
well as TRAC-1 (COLING). Both venues achieved healthy participation with 21 and 24 papers,
respectively. Interest in the topic has continued to grow since then.

We understand that a synergy and mutual cooperation needs to be established between the
linguistic analysis of impolite, threatening, aggressive and hateful language (from pragmatic,
sociolinguistic, discourse analysis and other perspectives) and NLP and ML (including deep
learning) - based approaches to identification of such languages. As such we actively focus on
bringing the two communities together to develop a better understanding of these issues. The
workshop provides a forum for everyone working in the area to discuss their research and for
further collaboration. We proposed a new edition of the workshop to support the community
and further research in this area.

As in the earlier editions, TRAC focuses on the applications of NLP, ML and pragmatic studies
on aggression and impoliteness to tackle these issues. As such the workshop also includes a
shared task on “HarmPot-ID: Offline Harm Potential Identification". It has introduced the
novel task of predicting the offline harm potential of social media posts - broadly the task is to
predict whether a specific post is likely to initiate, incite or further exaggerate an offline harm
event (viz. riots, mob lynching, murder, rape, etc). It consisted of two sub-tasks.

• Sub-task 1a: What is the offline harm potential of a document?: It was a four-class
classification task where the participants were required to predict the level of offline harm
potential -

– 0 (it will never lead to offline harm, in any context),
– 1 (it could lead to incite an offline harm event given specific conditions or context),
– 2 (it is most likely to incite in most contexts or probably initiate an offline harm event

in specific contexts)
– 3 (it is certainly going to incite or initiate an offline harm event in any context).
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• Sub-task 1b: Who is/are the most likely target(s) of the offline harm?: If an offline
harm event is triggered, who are going to be the most affected groups of people? In
this task, only the broad category of the target(s) identities are to be predicted. It was a
five-class classification task - Gender, Religion, Descent, Caste and Political Ideology

Both the workshop and the shared task received a very encouraging response from the
community. The proceedings include 9 oral and 8 posters (including 3 system description
papers). We would like to thank all the authors for their submissions and members of the
Program Committee for their invaluable efforts in reviewing and providing feedback to all the
papers. We would also like to thank all the members of the Organising Committee who have
helped immensely in various aspects of the organisation of the workshop and the shared task.

Workshop Chairs
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