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Abstract

In contemporary society, the proliferation of hate speech is increasingly prevalent across various social media
platforms, with a notable trend of incorporating memes to amplify its visual impact and reach. The conventional text-
based detection approaches frequently fail to address the complexities introduced by memes, thereby aggravating
the challenges, particularly in low-resource languages such as Amharic. We develop Amharic meme hate speech
detection models using 2,000 memes collected from Facebook, Twitter, and Telegram over four months. We employ
native Amharic speakers to annotate each meme using a web-based tool, yielding a Fleiss’ kappa score of 0.50.
We utilize different feature extraction techniques, namely VGG16 for images and word2Vec for textual content, and
build unimodal and multimodal models such as LSTM, BiLSTM, and CNN. The BiLSTM model shows the best
performance, achieving 63% accuracy for text and 75% for multimodal features. In image-only experiments, the
CNN model achieves 69% in accuracy. Multimodal models demonstrate superior performance in detecting Amharic
hate speech in memes, showcasing their potential to address the unique challenges posed by meme-based hate
speech on social media.
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1. Introduction

Currently, there are 5.44 billion mobile phone
users worldwide, and the number of active social
media users has reached 4.76 billion, which is
equivalent to 60% of the global population. During
this period, the addition of new users was relatively
modest, with only 137 million joining, resulting in
an annual growth rate of a mere 3%, as reported by
Kemp (2023). According to this analysis, Ethiopia
had 20.86 million internet users in January 2023,
indicating a growth of 520 thousand users from
2022, which is around 2.6%.

Social media exerts influence over a nation’s so-
cial, economic, and political dimensions. It facil-
itates swift digital information sharing among in-
dividuals. However, it also has adverse impacts
when employed for disseminating aggressive,
hateful, or threatening content online (Mathew
et al., 2021; Ayele et al., 2022b). Hate speech
encompasses any form of communication that dis-
parages an individual or a group because of their
color, race, ethnicity, sexual orientation, gender,
nationality, religion, or other qualities (Zhou et al.,
2020). Hate speech can spread over social me-
dia platforms in various forms such as text, image,
audio, and video. Despite hate speech spreading
in various forms on social media, the majority of
research works on hate speech detection tasks fo-
cus on developing unimodal, especially text-based
models. Also, most of the multimodal hate speech
research focuses on English and some European
languages (Rana and Jha, 2022; Pramanick et al.,
2021; Corazza et al., 2018; Perifanos and Goutsos,
2021; Karim et al., 2023) while low-resource lan-

guages such as Amharic received less attention.
Multimodal models that combine both text and

image features are required to accurately detect
hate speech in online spaces. In this paper, we
address the following research questions:

1. Which multi-modal models perform better for
identifying hate speech in the Amharic meme
dataset?

2. What features are influential in developing a
predictive multimodal hate speech model for
Amharic?

This paper presents several significant contribu-
tions, which encompass, but are not limited to, the
following key aspects:

1. We have presented a benchmark dataset of
2k Amharic memes dataset collected from
Facebook, Twitter, and Telegram.

2. We have developed an annotation tool called
HateMemAnno, specifically designed for an-
notating memes.

3. We have developed a multi-modal hate
speech detection model from the Amharic
memes datasets.

4. We have thoroughly examined and contrasted
the effectiveness of unimodal and multimodal
detection methods.

5. We have investigated the challenges of Mul-
timodal Amharic memes and explored future
research opportunities in this field.
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The remainder of the paper is organized as fol-
lows. The related works are presented in Section
2. Section 3 provided a detailed description of the
Amharic language. The data collection and anno-
tation procedures are described in Section 4. Sec-
tion 5 presented the experimental details. In Sec-
tion 6, we presented the results and discussion. In
Section 7, we provided the error analysis of the
experiment. Finally, Section 8 provided a sum-
mary of the findings and outlined avenues for fu-
ture work.

2. Related Works

The meaning of hate speech varies across differ-
ent sources. This variation is due to the prevailing
societal norms, individual perspectives, contextual
factors, and collective viewpoints (Madukwe et al.,
2020; Yimam et al., 2019). Hate speech is a com-
plex problem that is intertwined with the interac-
tions among diverse social groups. It flourishes
through the intentional manipulation of language’s
vagueness, making it challenging to detect easily
(Zufall et al., 2022; Ayele et al., 2023b). Social me-
dia provides users the opportunity to conceal their
genuine identities by operating in the shelter of
digital screens and anonymous usernames (Bran
and Hulin, 2023; Ayele et al., 2023a). The cover
of anonymity grants users the ability to dissemi-
nate hate speech without facing immediate conse-
quences, which intensifies the difficulty of address-
ing hate speech in the digital era (Davidson et al.,
2019; Mathew et al., 2021; Ayele et al., 2022b).

For the last decade, a lot of research has been
carried out to address the detection of hate speech
in social media. Most of these attempts were
mainly focused on detecting hate speech by em-
ploying unimodal approaches that take features
only from one input, such as text, image, or audio
(Suryawanshi et al., 2020). Hate speech detection
research has primarily centered on textual data
sources, and there has been a lesser emphasis
on considering multimodal parameters. This gap
is especially critical when it comes to low-resource
languages. Among the research for Amharic hate
speech in this regard includes the work by Ayele
et al. (2022b); Abebaw et al. (2022); Tesfaye and
Kakeba (2020); Ayele et al. (2023b); Defersha and
Tune (2021); Mossie and Wang (2020), which fo-
cused on text-based model building.

The work by Degu et al. (2023) tried to extract
texts from Amharic memes through the applica-
tion of Abyssinia-OCR, MetaAppz, and Amharic-
OCR techniques. They apply fastText (Joulin
et al., 2017) word embedding approaches to detect
hate speech from the extracted texts by employing
unimodal detection approaches. Their approach
solely relies on the extracted text from memes, ne-

glecting the image component, potentially result-
ing in an incomplete interpretation of the meme’s
intended message.

In addition, the work conducted by Debele and
Woldeyohannis (2022) presented a multimodal
Amharic hate speech detection from audio and tex-
tual features on a dataset of 1,459 audio samples
extracted from YouTube videos. They employed
Word2Vec and MFCC to extract textual and au-
dio features, respectively, and applied the Google
Speech-to-Text API to transcribe audio speech
into text scripts.

Studies on English and some other resource-
rich languages explored image datasets and uti-
lized computer vision techniques to identify im-
ages that contain discriminatory, offensive, or
harmful content and employed multi-modal models
by combining textual and image features (Arango
et al., 2022; Cao et al., 2022; Gomez et al., 2020;
Perifanos and Goutsos, 2021; Bhat et al., 2023; Ve-
lioglu and Rose, 2020; Suryawanshi et al., 2020;
Kiela et al., 2020).

Spreading hate speech using memes is becom-
ing a common phenomenon on social media plat-
forms that require hate speech detection tasks
to employ concatenated features of memes, both
the image features and extracted text features
(Schmidt and Wiegand, 2017). Therefore, the aim
of our study is to bridge this gap by employing mul-
timodal hate speech detection models that utilize
concatenated features from images and texts.

3. Amharic Language

Amharic is the working language of the Federal
Democratic Republic of Ethiopia that holds sig-
nificant linguistic and cultural importance (Wolde-
mariam, 2020). It is the second most widely
spoken Semitic language worldwide after Arabic
(Woldemariam, 2020; Mossie and Wang, 2018).
While Amharic serves as a working language in
various regional states in Ethiopia (Debele and
Woldeyohannis, 2022), it has limited language pro-
cessing tools and remains low-resourced.

The writing system of Amharic, known as ”Fidäl”,
is derived from the Ge’ez alphabet. It consists of
275 alphabets, including 34 consonants and six
characters formed from vowel and consonant com-
binations. Amharic lacks capitalization and has its
own unique script (Gezmu et al., 2018). The lan-
guage is characterized by its distinct orthographic
features, including numbers, punctuation marks,
and other symbols (Belay et al., 2021).

Amharic poses challenges for researchers and
NLP practitioners due to its morphological com-
plexity and highly inflected languages (Yimam,
1999). Moreover, the redundancy of characters
in the language and the various methods of rep-
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resenting the same sound add further complexity
to the identification of hate speech (Belay et al.,
2021).

4. Data Collection and Annotation

This section provides a brief overview of the data
sources, data collection techniques, data annota-
tion tools, and data annotation procedures.

4.1. Data Source

The datasets were collected from three widely
used social media platforms in Ethiopia, namely
Telegram, Twitter, and Facebook. We have cre-
ated a Telegram group called ጥላቻ ንግግሮች የሆኑ
ምስሎችንመሰብሰቢያ ገጽ - Hate Speech Dataset Col-
lectors, consisting of 74 members, who are em-
ployed as data collectors from social media plat-
forms. The members were trained about the data
collection process and provided data collection
guidelines. The 74 data contributors collected 10k
memes to our Telegram group repository1. The
memes are mainly collected by employing a vari-
ety of keywords, from the following group accounts
that have more than 100k followers, including
ሀላል (Halal) memes Facebook, ሀበሻን (Habeshan)
Telegram memes , ሀበሻን (Habeshan) Facebook
memes,ግቢ (Gibi) Telegram memes, ፈገግታ (Fege-
gita) Facebook memes, እግር ኳስ (Egir Kuwas)
Facebook memes, ሸገር (Sheger) Facebook meme,
ፈታ (Feta) Facebook meme, አዝግ (Azig) Facebook
meme, ኢትዮ (Ethio) Facebook meme etc. More-
over, we carefully chose several public pages by
considering factors such as the number of mem-
bers, the language used, and the frequency of
news or trending discussions pertaining to poli-
tics, ethnicity, religion, and gender. We exclude
memes that have only images or texts and contain
only mere humorous content. Following the filter-
ing process, we obtained a final dataset consisting
of 2k memes out of 10k collected.

The datasets collected from each social media
source are presented in Table 1.

Social Media Total Number of Memes
Facebook 940

Twitter 261
Telegram 806

Total 2,007

Table 1: Distribution of collected memes from dif-
ferent social media.

1https://t.me/hateSpeech_image_data_c

4.2. Annotation Tool
Due to the lack of access to meme annotation
tools, we took the initiative to create a web-based
annotation tool called HateMemAnno, tailored for
labeling Amharic meme hate speech content. The
annotation tool offers an interface for annotators
and includes an admin dashboard with a dataset
repository or database. The graphical interface of
the annotation tool is presented in Figure 1. Af-
ter uploading the dataset, the system administrator
assigns annotators and authorizes the necessary
privileges for annotation. Annotators are provided
with annotation guidelines integrated into the tool
before commencing the task. The annotation tool
presents one meme at a time and permits anno-
tators to review and adjust previous annotations if
needed.

Figure 1: Mobile interface for HateMemAnno de-
picting a meme targeting individuals based on their
personality, particularly harassing females.

Annotators received training through practical
sample annotations and were given detailed ex-
planations of the annotation guidelines before
their involvement in the main annotation task.
The dataset of 2k memes was annotated in four
separate batches, each containing 500 memes.

https://facebook.com/groups/2245561432197987/
https://t.me/habeshan_memes
https://t.me/habeshan_memes
https://facebook.com/groups/1206824702724121/
https://facebook.com/groups/1206824702724121/
https://t.me/gebi_memes
https://facebook.com/groups/404358087440947/
https://facebook.com/groups/404358087440947/
https://facebook.com/groups/412341002919875/
https://facebook.com/groups/412341002919875/
https://facebook.com/groups/2121274721426256/
https://facebook.com/groups/2623776644362066/
https://facebook.com/groups/326748788836960/
https://facebook.com/groups/326748788836960/
https://facebook.com/groups/EthioMeme/
https://t.me/hateSpeech_image_data_c
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Each meme underwent annotation by three native
Amharic speakers, classifying them into binary cat-
egories of hate or non-hate, resulting in a Cohen’s
kappa score of 0.50 for inter-annotator agreement.
A majority voting scheme was utilized to establish
the definitive gold labels. As shown in Table 2, out
of the 2k annotated memes, 919 were labeled as
hate while 1,088 were labeled as non-hate.

Batch Annotator HS NHS

Batch 1

Annotator 1 289 211
Annotator 2 299 301
Annotator 3 373 127

Majority Voting 307 193

Batch 2

Annotator 1 321 179
Annotator 2 332 168
Annotator 3 351 149

Majority Voting 319 181

Batch 3

Annotator 1 163 337
Annotator 2 170 330
Annotator 3 140 360

Majority Voting 127 373

Batch 4

Annotator 1 181 326
Annotator 2 163 344
Annotator 3 168 339

Majority voting 166 341
Total Majority Voting 919 1088

Table 2: Summary of annotated dataset statistics:
HS column indicates hate speech labels, while
NHS corresponds to non-hate speech.

5. Experimentation

This section presents the preprocessing method-
ologies and classification techniques employed in
our research. It encompasses the data prepara-
tion steps, covering text and image preprocessing,
and explained the array of machine learning algo-
rithms and models built for the detection of hate
speech within Amharic memes.

5.1. Optical Character Recognition
We employed Tesseract, an open-source OCR en-
gine utilizing advanced deep-learning algorithms,
notably the Pytesseract Python library, to extract
text from Amharic memes, as outlined in Ignat
et al. (2022). Preceding the input of memes into
Tesseract, we applied preprocessing techniques
such as grayscale conversion and noise reduc-
tion to enhance meme quality. Following these
preprocessing steps, text extraction from the pre-
processed memes was conducted using Tesser-
act.

We retain Amharic sentences with mixed En-
glish content to account for users who frequently
switch between languages in their message com-
positions. This approach prevents unintended
changes in meaning that might occur if we were
to remove English content from mixed sentences.
For instance, the meme GENOCIDERS ስብስብ,
which translates to ”a group of genociders,” would
lose its intended meaning if we removed the
English term ”GENOCIDERS.” Instead, we em-
ployed Python language detection and translation
libraries to identify and translate mixed English
terms into their corresponding Amharic equiva-
lents.

The meme images are standardized to uniform
dimensions, and their pixel values are rescaled to
a range of 0 to 1. Additionally, data augmenta-
tion techniques are employed to mitigate the chal-
lenges posed by limited training data and to allevi-
ate overfitting concerns.

To facilitate effective model training and testing,
it is imperative to preprocess the text extracted
from the memes into an appropriate format. This
text preprocessing encompasses several steps,
such as dataset cleaning, normalization, trans-
lating specific English words into their Amharic
counterparts, expanding abbreviations, eliminat-
ing stop words, and tokenization.

5.2. Feature Extraction
We utilized word embedding techniques to pro-
cess the textual data, while the pre-trained VGG16
was employed for the extraction of image features
as depicted in Figure 2. VGG16, a convolutional
neural network architecture, has been extensively
trained on a substantial image dataset, endowing
it with the capability to extract significant image
features effectively (Karim et al., 2023). Subse-
quently, we concatenated the output features from
the word embedding process with those derived
from VGG16’s image feature extraction, combining
them to serve as input for our model.

Figure 2: Text and image features concatenation.
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5.3. Classification Models

We leveraged several deep-learning algorithms, in-
cluding LSTM, BiLSTM, and CNN, selected for
their proven efficacy in accurately classifying hate
speech within meme datasets, as evidenced by
prior research studies (Gomez et al., 2020; De-
bele and Woldeyohannis, 2022; Karim et al., 2023).
LSTM and BiLSTM have demonstrated their effec-
tiveness in hate speech detection from textual data,
mainly due to their capacity to capture contextual
information and temporal dependencies between
words. In contrast, CNN has exhibited superior
performance in the detection of hate speech within
images. This is attributed to its capability to extract
spatial features and intricate patterns inherent in
image data, rendering it as a robust choice for this
specific task.

Unimodal Textual Experiments

We implemented three distinct deep learning mod-
els - LSTM, BiLSTM, and CNN - for the purpose
of detecting hate speech independently from uni-
modal textual or image inputs. In this section, we
delve into the specifics of our approach for uni-
modal Amharic hate speech detection, concentrat-
ing on three deep learning techniques.

This experiment was designed to assess the
model’s proficiency in identifying hate speech
solely based on the text content within memes.
Given the intricate and subjective nature of hate
speech, pattern recognition presented a significant
challenge. To address this, we have developed
a Keras deep learning model incorporating both
the BatchNormalization layer and Dropout layer.
These components play a pivotal role in normaliz-
ing activations from previous layers, thus substan-
tially mitigating overfitting and enhancing the sta-
bility of the learning process.

This textual experiment was conducted to ascer-
tain the extent to which text contributes to meme-
based hate speech detection. The outcomes of
this experiment, detailing the accuracy of each al-
gorithm, are summarized in Table 3.

Parameters
Dropout 0.10 0.10 0.20 0.50
Epochs 32 64 32 32
Batch 32 32 32 64

BiLSTM acc 62% 62% 63% 61%
LSTM acc 61% 62% 62% 60%
CNN acc 57% 58% 57% 56%

Table 3: Hyperparameters and performance mea-
sures for text-based unimodal experiments.

Unimodal Image Experiments

After obtaining features from Amharic memes
through the VGG16 model, the image data under-
goes a similar hate speech detection process as
the textual dataset. In this image-based analy-
sis, an input shape of (7, 7, 512) is utilized, fol-
lowed by a dense layer consisting of 64 neurons.
To enhance model performance and mitigate over-
fitting, ReLU activation is applied, complemented
by batch normalization and dropout techniques.
These additional layers normalize preceding layer
activations and reduce the risk of overfitting, ensur-
ing more stable learning. The final classification
is executed using the softmax activation function.
For a comprehensive overview of the outcomes de-
rived from the unimodal image dataset, please re-
fer to Table 4.

Parameters
Dropout 0.10 0.10 0.20 0.50
Epochs 32 64 32 32
Batch 32 32 32 64

BiLSTM acc 62% 65% 64% 62%
LSTM acc 63% 62% 64% 65%
CNN acc 67% 69% 67% 66.6%

Table 4: Hyperparameters and performance mea-
sures for image-based unimodal experiments

Multimodal Model Experiments
We utilize the embedding matrix feature vectors ob-
tained from both the textual data and VGG16 im-
age features, combining them within the model’s
input layer. Word2vec is utilized from (Yimam
et al., 2021) to properly build the required feature
vectors for the textual model. This fusion of fea-
tures enables us to employ a multimodal training
strategy for our model, harnessing the power of
both textual and image information to enhance its
overall performance and capabilities. This multi-
modal approach provides the opportunity to cap-
ture more complex relationships between the var-
ious modalities and facilitates improved identifica-
tion and classification of hateful content. The re-
sults of this multimodal approach experimentation
can be seen in Table 5.

Figure 3 presents the confusion matrix of the
BiLSTM model, as described in Table 5, which
achieved the best performance.

6. Results and Discussion

In this section, we provide a comprehensive
overview of the results obtained from our experi-
ments, which encompass both unimodal and mul-
timodal approaches. These experiments were de-
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Parameters
Dropout 0.10 0.10 0.20 0.50
Epochs 32 64 32 32
Batch 32 32 32 64
LSTM acc 71% 71% 69% 68%

BiLSTM acc 73% 75% 72% 68%
CNN acc 68% 69% 69% 71%

Table 5: Hyperparameters and performance mea-
sures for multimodal experiments.

Figure 3: Confusion matrix of multimodal model
results using BiLSTM.

signed to address the challenge of hate speech
detection in the Amharic meme dataset, and we
employed three distinct deep learning algorithms:
LSTM, BiLSTM, and CNN.

The experiments were structured into three dis-
tinct categories, each focusing on a specific modal-
ity: Textual, Image, and Multimodal models. The
primary objective of these experiments was to
evaluate the effectiveness of these deep learn-
ing algorithms in identifying hate speech within
the Amharic meme dataset. By systematically
examining the performance of each model under
these different modalities, we aimed to gain in-
sights into their strengths and weaknesses in han-
dling the unique challenges presented by meme-
based hate speech detection.

To ensure the effectiveness of our model, we
fine-tuned the models with several hyperparame-
ters configurations. These included configuring
the batch size, dropout rate, and embedding di-
mensions as can be seen in Tables 3, 4, and 5. We
set the embedding dimensions to 300. For the loss
function, we utilized binary cross-entropy, and
we specified the number of training epochs that
range from 32 to 64. Additionally, we employed the
Adam optimizer with a learning rate of 0.001.

To evaluate the performance of our model, we
employed a range of metrics, including Precision,
Recall, F1 scores, and accuracy. These met-
rics provided a comprehensive assessment of the
model’s ability to correctly classify memes as hate

or non-hate, allowing us to gauge its effectiveness
in hate speech detection within the Amharic meme
dataset.

As depicted in Table 3, our experimental results
revealed that the BiLSTM model outperformed
both the LSTM and Convolutional Neural Network
(CNN) models in terms of accuracy. Specifically,
the BiLSTM achieved an impressive accuracy rate
of 63%, surpassing the LSTM, which achieved
an accuracy rate of 62%, and the CNN, which
achieved an accuracy rate of 57%.

The better performance of the BiLSTM model
can be attributed to its unique ability to analyze
sequential data in both forward and backward di-
rections. This bidirectional processing capability
allows the BiLSTM model to capture deeper con-
textual information from the input data. In the con-
text of our hate speech detection task, this deeper
contextual understanding proved to be advanta-
geous in identifying and classifying hateful content
within Amharic memes. Consequently, the BiL-
STM emerged as the most effective choice among
the three deep learning models, showcasing its po-
tential for improving the accuracy of hate speech
detection in meme-based datasets.

Our dataset exhibits considerable variability in
the lengths of the textual sequences it contains, en-
compassing sequences that range from very short,
consisting of a single word, to longer phrases. To
illustrate this diversity, it is important to note that
within our dataset, there are 273 instances with
sequences of less than two words. Among these
instances, a significant portion, precisely 130 of
them, consist of only a single word.

These single-word sentences exemplify the
brevity and conciseness found in our dataset.
Some illustrative examples of these single-word
sentences include words and phrases such as
ጅቦች፣ ብአዴን፣ ፍኖ፣ ያዘዋል፣ ትግራይ፣ አፍርሳት፣
(Hyenas, ANDM, Fano, Yazewal, Tigray, Break
her) and ፍትህ (Justice). This diversity in the
length of textual sequences poses a unique chal-
lenge for natural language processing tasks, as
the model must effectively process and under-
stand both very short and longer textual inputs
to accurately classify hate speech within Amharic
memes.

In the context of the image-based experiment,
CNN outperformed LSTM and BiLSTM in terms
of accuracy (see Table 4). CNN achieved an ac-
curacy of 69%, surpassing BiLSTM with an ac-
curacy of 65% and LSTM with an accuracy of
62%. This performance difference can be at-
tributed to CNN’s inherent strength in extracting
features from two-dimensional data, especially im-
ages. CNNs are specifically designed to work
well with 2D data, making them highly effective in
image-based tasks. Conversely, LSTM and BiL-
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STM models excel in scenarios involving sequen-
tial and time-dependent datasets. The evaluation
of the multimodal experiment, as presented in Ta-
ble 5, involved testing various parameters to iden-
tify the configuration that resulted in the highest
accuracy. Significantly, the BiLSTM model outper-
formed both the LSTM and CNN models, achiev-
ing a testing accuracy of 75%. In contrast, both
CNN and LSTM achieved an accuracy of 71%
each. The superior performance of BiLSTM in
this context can be attributed to its unique char-
acteristics. BiLSTM can capture both forward and
backward dependencies in the input data, which
allows it to consider contextual information from
both directions. Additionally, BiLSTM can dynami-
cally adjust the size of its hidden layer to match the
length of the input text sequences, providing flexi-
bility in handling varying text lengths. These qual-
ities make BiLSTM particularly effective in captur-
ing complex relationships within multimodal data,
resulting in the highest accuracy among the tested
models in the multimodal experiment. The find-
ings of our study indicate that a multimodal model
outperforms unimodal models, primarily due to the
synergistic interaction between text and image fea-
tures. The utilization of multiple modalities leads to
improved accuracy in the detection of hate speech.

7. Error Analysis of the Experiment

To evaluate the unimodal and multimodal models’
performance, we assessed using the golden la-
bels to identify any inconsistencies. During this
evaluation, we encountered inconsistencies in test-
ing accuracy with our proposed model. This chal-
lenge was influenced by several factors, including
errors from the Tesseract OCR model, mistakes
by annotators, the location of the meme (regions
in Ethiopia), missing context, and the model itself.

7.1. Text Unimodal Error Analysis
The textual model correctly labeled 125 instances
out of the total test dataset, indicating that 73 in-
stances were incorrectly labeled. In order to com-
prehensively grasp the causes of errors, we con-
ducted an in-depth error analysis on 50% of the
mislabeled datasets, taking into account various in-
fluencing factors. Our investigation revealed that
61.1% of the errors originated from the mistakes
done by the model, while 13.89% were linked to
the Tesseract OCR extraction. Missing context, es-
pecially when image and text were separated, con-
tributed to 8.33% of the errors. Annotator errors
were responsible for 5.56% of the mistakes. Sur-
prisingly, geographical location (the region where
the meme was generated) played a role in 2.7%

Figure 4: Model errors: Samples of wrongly pre-
dicted Memes against the gold labels. English
translations of the meme texts on images (A, B, C
and D) are presented in Table 6.

of the errors. Lastly, 8.33% of the errors were
challenging to categorize into specific categories,
falling into the ambiguous memes group.

7.2. Image Unimodal Error Analysis
The image classification model demonstrated that
out of the total test dataset, 137 instances were
correctly predicted, indicating that 61 instances
(30.8%) were wrongly predicted. To gain a com-
prehensive insight into the factors contributing to
these inaccuracies, we conducted a detailed er-
ror analysis on 50% of the incorrectly predicted in-
stances. Upon examination, it became clear that
60% of the errors stemmed from inaccuracies in
the model. About 13.3% of the errors were at-
tributed to missing context when image and text
were separated, with 10% attributed to annotator
errors. The remaining 16.67% of the errors proved
to be ambiguous, posing a challenge even for hu-
man categorization.

7.3. Multimodal Error Analysis
Similarly, the multimodal model also exhibited er-
rors in its predictions. The multimodal model is
able to catch 148 out of the total test instances
properly, which accounts for 74.7% accurate pre-
diction. After careful review, it was clear that 56%
of the errors stemmed from model inaccuracies.
Another 12% were attributed to Tesseract OCR ef-
fects, while 8% were caused by annotator errors
while the location of the meme was attributed for
4% of the errors. The remaining 20% of errors
were difficult to categorize into specific groups.

As illustrated in Table 6 and Figure 4 (B), it is
evident that the labeling of the word is inconsis-
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Meme Tesseract OCR Correct Texts on
Memes

English Gold Pred.

Figure 4(A) በሞሮኮ አህያ
ለትራንስፖርት
በብዛት ይጠቀማሉ

በሞሮኮ አህያ
ለትራንስፖርት በብዛት
ይጠቀማሉ

Mostly in Morocco,
Donkeys are used for
transportation

Normal Hate

Figure 4(B) አሽከር አሽከር manservant Normal Hate
Figure 4(C) No text extracted በጀግኖች መስዋትነት

አማራ አሸናፊ ነው
Amhara is the winner
with the sacrifice of
its heroes

Hate Normal

Figure 4(D) የአግሪ ተማሪዎች
አፓረንት ሲወጡ

የአግሪ ተማሪዎች
አፓረንት ሲወጡ

Agriculture students
on apprenticeship

Hate Normal

Table 6: Model errors: Samples of wrongly predicted memes against the gold labels

tent and varies in meaning across different regions.
For instance, in Gojjam2 and Wollo3, it represents
slave or servant for men, whereas in Gondar4, it
signifies a Young boy or girl. In the context of
Table 6 and as depicted in Figure 4 (C), it is evi-
dent that the incorrect labeling arises from a fail-
ure of the Tesseract OCR to accurately extract the
text from the memes. The reason is that Tesseract
OCR may encounter difficulties in extracting text
due to the non-straight line nature of the text ar-
rangement within the meme images. The text on
the image is intentionally distorted and curved.
This departure from standard, linear text presen-
tation can pose challenges for Tesseract OCR. In
Figure 4 (A), the model classified it as hate speech,
likely because the word donkey has been used as
a derogatory term in Ethiopia. In contrast, Figure 4
(D) was labeled as ”normal” by the model, possibly
as the text is a sarcastic expression, specifically di-
rected at agricultural students.

8. Conclusion and Future Work

This paper introduced the Amharic meme dataset
and conducted multimodal classification experi-
ments. We successfully collected a dataset com-
prising 2k memes sourced from prominent social
media platforms, including Facebook, Twitter, and
Telegram. A dedicated web-based annotation tool
called HateMemAnno was designed to facilitate
the annotation of Amharic memes within a multi-
modal context. Furthermore, we harnessed OCR
technology, specifically the Tesseract library, to ex-
tract textual content from meme images. We em-
ployed a preprocessing technique to generate text
and image features and feed both these input vec-
tors to the model. In summary, we divided the
dataset into training, validation, and testing sub-
sets. We efficiently harnessed the Concatenate

2https://en.wikipedia.org/wiki/Gojjam
3https://en.wikipedia.org/wiki/Wollo_

Province
4https://en.wikipedia.org/wiki/Gondar

method of Keras to fuse unimodal features. Em-
ploying BiLSTM, LSTM, and CNN algorithms, we
conducted multiple experiments for each modal-
ity, analyzing their performance. The findings re-
vealed that multimodal features, particularly the
inclusion of image data, significantly enhanced
model performance. Notably, the BiLSTM model
with multimodal inputs outperformed all other mod-
els, regardless of modality.

In the future, there is room for dataset expan-
sion to bolster the hate speech detection model’s
capabilities. Although existing deep neural net-
work models exhibit strong performance, we are
presently investigating the potential of utilizing
multimodal transformer models to harness multi-
modal features for the prediction of hate speech
in Amharic memes. We also recommend enlarg-
ing categories to encompass various forms of hate
speech, such as racism, sexism, religion, and po-
litical hostility. Additionally, exploring new modal-
ities like audio and emojis could enhance the
model. To facilitate further research in multimodal
hate speech detection for low-resource languages
like Amharic, we released our dataset, annota-
tion tool, guidelines, top-performing models, and
source code under a permissive license5.

Limitations

One of the main limitations of this study is the
relatively small size of the dataset and its cover-
age across different domains. Our dataset does
not encompass every aspect of memes that are
prevalent in the current social media landscape in
Ethiopia. With additional budget and resources,
it would be possible to collect more data and
develop a more robust scraping technology to
gather a more extensive dataset. The utilization
of APIs from platforms like Facebook, Telegram,
and Twitter could also enhance data collection. An-
other limitation pertains to the performance of the

5https://github.com/uhh-lt/
AmharicHateSpeech

https://en.wikipedia.org/wiki/Gojjam
https://en.wikipedia.org/wiki/Wollo_Province
https://en.wikipedia.org/wiki/Wollo_Province
https://en.wikipedia.org/wiki/Gondar
https://github.com/uhh-lt/AmharicHateSpeech
https://github.com/uhh-lt/AmharicHateSpeech
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Tesseract OCR tool. Improvements in this aspect
could lead to more accurate text recognition and
extraction from images. Additionally, considering
alternative OCR technologies might mitigate errors
in data extraction. Moreover, while prior studies
such as D’hondt et al. (2017) have suggested the
utilization of language models for post-OCR pro-
cessing and error correction, the scope of this
study did not allow for an in-depth exploration of
this approach. It is crucial to conduct further re-
search to assess the suitability and effectiveness
of specific language models designed to address
Amharic text errors. Overcoming these challenges
holds promise for strengthening the reliability of
research outcomes and, consequently, advancing
the field of hate speech detection in the context of
Amharic memes and social media.
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