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Abstract
We present the winning approach to the TRAC 2024 Shared Task on Offline Harm Potential Identification (HarmPot-ID).
The task focused on low-resource Indian languages and consisted of two sub-tasks: 1a) predicting the offline harm
potential and 1b) detecting the most likely target(s) of the offline harm. We explored low-source domain specific,
cross-lingual, and monolingual transformer models and submitted the aggregate predictions from the MuRIL and
BERT models. Our approach achieved 0.74 micro-averaged F1-score for sub-task 1a and 0.96 for sub-task 1b,
securing the 1st rank for both sub-tasks in the competition.

1. Introduction

In the age of digital interconnectedness, social me-
dia platforms like Facebook, Instagram, and Twitter
have become key places for billions of users world-
wide to connect, share insights and perspectives
easily and quickly. It has greatly enhanced com-
munication between different cultures and helped
online communities to grow. However, it has also
led to the proliferation of content that contains vio-
lent language, potentially inciting real-world harm
(Olteanu et al., 2018). This type of content, rang-
ing from overt expressions of aggression to subtler
forms of hate speech, not only violates platform
community standards but poses a significant risk of
leading to real-world violence (Millar, 2019). Rec-
ognizing the gravity of this issue, governments, re-
search community, and social media companies
are increasingly working on ways to limit the spread
of such violence-inciting content.

However, the effort to detect and withstand on-
line violence has mostly focused on widely spoken
languages such as English, leaving behind many
low-resource languages spoken in diverse coun-
tries like India, such as Meitei, Hindi, and Bangla,
each with its own complex features and regional
differences. This complexity makes it hard to iden-
tify violent content, a problem exacerbated by the
lack of resources and limited research dedicated
to these languages.

The TRAC 2024 Shared Task1 introduced the
task of predicting the offline harm potential of social
media posts: whether a specific post is likely to
initiate, incite or further exaggerate an offline harm
event, as well as detecting the most affected target
categories if an offline harm event was triggered.

The task focused on three low-resource Indian
languages – Bangla, Hindi, Meitei - and for each

1https://codalab.lisn.upsaclay.fr/
competitions/17646

of these languages the data was code-mixed with
English or different varieties of English. The task
consisted of two sub-tasks. Sub-task 1a focused
on predicting the offline harm potential of social
media posts, where the participants were required
to predict the level of offline harm potential as a
four-way multi-class classification task:

• 0: it will never lead to offline harm, in any con-
text

• 1: it could lead to incite an offline harm event
given specific conditions or context

• 2: it is most likely to incite in most contexts
or probably initiate an offline harm event in
specific contexts

• 3: it is certainly going to incite or initiate an
offline harm event in any context

Sub-task 1b consisted in identifying the most
likely target(s) of offline harm if an offline harm
event was triggered, as a multi-label classification
problem with the following five target categories:

• Gender

• Religion

• Descent

• Caste

• Political Ideology

While there have been numerous shared tasks
on identifying different types of harmful content,
including hate speech (Mandl et al., 2019), offen-
sive language (Zampieri et al., 2019), and aggres-
sion (Kumar et al., 2018), amongst others, few have
focused on predicting the offline harm potential of
social media posts, especially in the context of low-
resource languages. To the best of our knowledge,
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the most similar shared task related to this topic
was the Shared Task of Violence Inciting Text De-
tection (Saha et al., 2023), which focused on the
Bengali language.

From the machine learning perspective, various
approaches have been explored to detect harmful
content online and its targets, including lexicon-
based approaches (Schouten et al., 2023), con-
ventional machine learning approaches (Waseem
and Hovy, 2016; Wiegand et al., 2018; Markov and
Daelemans, 2021; Lemmens et al., 2021), neural
networks (van Aken et al., 2018), and transformer-
based pre-trained language models (Risch and
Krestel, 2020; Markov and Daelemans, 2022;
Ghosh and Senapati, 2022), with the latter usu-
ally outperforming the other strategies for detecting
harmful content in social media posts (Zampieri
et al., 2019, 2020). Therefore, we focus on explor-
ing various transformer-based language models to
tackle the tasks at hand.

2. Data

The dataset used in the TRAC 2024 Shared Task
is composed of social media texts collected from
different social media platforms such as YouTube,
Twitter, and Telegram. It was manually annotated
by multiple annotators for the level of offline harm
potential (sub-task 1a) and the likely target(s) of
offline harm (sub-task 1b) (Kumar et al., 2024).
The data covers three Indian languages: Meitei,
Bangla (Indian variety), and Hindi, where each of
the languages is code-mixed with English or En-
glish varieties (i.e., English used in the context of
these languages).

The dataset statistics in terms of the number of
instances per class, as well as the class distribution
is provided in Tables 1 and 2 for sub-tasks 1a and
1b, respectively.

Label Train Dev
# posts % # posts %

0 16,135 31.77 2,017 31.77
1 21,554 42.44 2,695 42.44
2 12,211 24.04 1,526 24.04
3 888 1.75 111 1.75
Total 50,788 100 6,349 100

Table 1: Sub-task 1a: statistics of the dataset in
terms of the number of posts and their distribution
per class.

It can be observed that the dataset is highly im-
balanced in terms of represented classes, with the
majority class constituting more than 42% of the
entire dataset for sub-task 1a and more than 55%
for sub-task 1b.

Label Train Dev
# posts % # posts %

Gender 9,599 56.80 1,180 55.90
Religion 4,876 28.85 645 30.55
Descent 1,456 8.62 180 8.53
Caste 561 3.32 58 2.75
Political Ideology 407 2.41 48 2.27
Total 16,899 100 2,111 100

Table 2: Sub-task 1b: statistics of the dataset in
terms of the number of posts and their distribution
per class.

3. Methodology

3.1. Preprocessing steps
In the text preprocessing phase, we used a python
module for text normalization (Hasan et al., 2020).
It is intended to be used for normalizing / clean-
ing Bengali and English texts. Considering certain
similarity of Bengali to the other Indian languages
covered in this shared task, we used this module
to perform text preprocessing. We conducted an
ablation study of two commonly used text prepro-
cessing strategies when dealing with social media
texts (converting emojis to text and removing URLs)
using the BERT-base model2, observing the effec-
tiveness of these two steps when used in combina-
tion (see Table 3).

Converting Removing Micro-
emojis to text URLs from texts F1

✓ ✓ 70.66%
✓ ✕ 70.56%
✕ ✕ 70.26%
✕ ✓ 70.23%

Table 3: Ablation study of the text preprocessing
strategies on sub-task 1a.

3.2. Transformer models
After determining the usefulness of the examined
preprocessing steps, we conducted a comparative
experiment using the currently publicly available
transformer-based language models, which we fine-
tuned on the shared task training data and evalu-
ated on the development set. Specifically, we exam-
ined the following categories of language models:

1. Low-source domain specific language
model: Low-source language models are pre-
trained on extensive datasets comprising one
or more low-resource languages. We used

2https://huggingface.co/google-bert/
bert-base-uncased
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the MuRIL model3, which is based on a BERT
large architecture with 24 layers, pre-trained
on 17 Indian languages and their transliterated
counterparts (Khanuja et al., 2021).

2. Cross-lingual language models: These
models leverage large multilingual datasets for
pre-training, supporting over 100 languages
for cross-lingual classification tasks. Our ex-
perimentation included XLM-RoBERTa-Large4

and its two derivatives: XLM-T5 and Multilin-
gual E56. XLM-RoBERTa-Large was intro-
duced by Facebook AI in 2019, which is a
multilingual adaptation of RoBERTa (Liu et al.,
2019) pre-trained on 2.5TB of CommonCrawl
data spanning 100 languages (Conneau et al.,
2020). XLM-T, built upon XLM-RoBERTa-
Large framework, was re-trained on more than
1 billion tweets in diverse languages up to De-
cember 2022 (Barbieri et al., 2022). Multilin-
gual E5, released by Microsoft in 2023, is the
newest derivative of XLM-RoBERTa-Large, in-
corporating additional training on a variety of
multilingual datasets to enhance its versatil-
ity across languages and tasks (Wang et al.,
2024).

3. Monolingual language model: Monolingual
models are pre-trained on vast datasets spe-
cific to a single language, facilitating extension
and customization for domain-specific tasks.
We explored the capabilities of BERT-Large7,
a transformer model pre-trained on a compre-
hensive corpus of English data through self-
supervised learning methods (Devlin et al.,
2019).

3.3. Experimental settings
We used the PyTorch framework (Paszke et al.,
2019) and AutoGluon library (Shi et al., 2021) for
models’ implementation. We fine-tuned the trans-
former models on the training data provided by the
organizers, without using any additional data for
training. The models were fine-tuned with the fol-
lowing hyperparameters: a base learning rate of
1e-4, decay rate of 0.9 using cosine decay schedul-
ing, batch size of 8, and a manual seed of 0 for
reproducibility. The models were optimized using

3https://huggingface.co/google/
muril-large-cased

4https://huggingface.co/FacebookAI/
xlm-roberta-large

5https://huggingface.co/cardiffnlp/
twitter-xlm-roberta-large-2022

6https://huggingface.co/intfloat/
multilingual-e5-large

7https://huggingface.co/google-bert/
bert-large-uncased

the AdamW optimizer for up to 4 epochs or un-
til an early stopping criterion was met to prevent
overfitting. All experiments were conducted on the
Google Colaboratory platform with an NVIDIA A100
GPU.

4. Results

We present the results obtained on the develop-
ment set in terms of the official evaluation metric:
micro-averaged F1 score. The results for sub-task
1a are provided in Table 4.

Set Language model micro-F1

Dev

MuRIL 73.89%
Multilingual E5 73.21%
XLM-T 73.04%
XLM-RoBERTa-Large 72.50%
BERT-Large 72.00%

Test MuRIL 0.74

Table 4: Results for sub-task 1a on the develop-
ment and test sets.

As one can see, the MuRIL model outperformed
the other examined models by a small margin in
terms of micro-F1 score. The confusion matrix for
the best-performing MuRIL model on the develop-
ment set is shown in Figure 1.8

Figure 1: Confusion matrix for the MuRIL model on
the development set.

As expected, we observe a high degree of confu-
sion between the categories with less pronounced
differences, i.e., 0 and 1, 1 and 2, 2 and 3.

We submitted the final predictions obtained with
the MuRIL model for the official evaluation on the
test set, achieving 74% micro-F1 score, as shown
in Table 4.

8At the time of writing, the test labels were not made
available by the organizers.
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Set Model Overall micro-F1 Gender Religion Descent Caste Bias Political Ideology

Dev

MuRIL 96.42% 90.41% 94.99% 97.86% 99.35% 99.48%

XLM-T 96.31% 90.25% 94.96% 97.61% 99.20% 99.53%

Multilingual E5 96.24% 89.90% 94.79% 97.76% 99.21% 99.53%

XLM-RoBERTa-Large 96.13% 89.84% 94.76% 97.70% 99.09% 99.24%

BERT-Large 95.97% 89.13% 94.22% 97.72% 99.23% 99.57%

Test MuRIL & BERT-Large 0.96 0.90 0.95 0.98 0.99 0.99

Table 5: Results for sub-task 1b on the development and test sets.

For sub-task 1b, we convert the multi-label clas-
sification task into five binary classification tasks,
with each focusing on predicting the target of the of-
fline harm (Gender, Religion, Descent, Caste, and
Political Ideology). The results obtained by each
model for sub-task 1b on the development set are
provided in Table 5.

We observe a similar performance of the exam-
ined models within each target category covered in
sub-task 1b. Surprisingly, the monolingual model:
BERT-Large achieved similar results to the low-
source domain specific and cross-lingual models,
slightly outperforming the other models for the Po-
litical Ideology class. Furthermore, we observe
overall high performance for this task and that Gen-
der is the most difficult target category to predict,
with the results on average 7.5% lower than for the
other categories.

For the final evaluation, we submitted the ag-
gregate predictions of the best-performing models
for each target category based on the evaluation
results on the development set, which contained
predictions from the MURIL model for the first four
targets (Gender, Religion, Descent, Caste) and pre-
dictions from the BERT model for the last target
category (Political Ideology). The official results on
the test set are provided in Table 5.

5. Conclusion

We presented the description of the CLTL approach
to the TRAC 2024 Shared Task on Offline Harm
Potential Identification. We explored low-source
domain specific, cross-lingual, and monolingual
transformer models: MuRIL, Multilingual E5, XLM-
T, XLM-RoBERTa-Large, and BERT-Large. It was
found during the preliminary experiments on the
training and development sets that the low-source
domain specific MuRIL model slightly outperforms
the other examined transformer models for detect-
ing the offline harm potential. For identifying the
likely target(s) of offline harm, the examined mod-
els achieved similar results, with the MuRIL model
outperforming the other models by a small mar-

gin in the vast majority of cases, while BERT-large
performed best for predicting the Political Ideology
target category. On the test set, our team achieved
0.74 micro-averaged F1-score for sub-task 1a and
0.96 for sub-task 1b, ranking 1st in both sub-tasks
in the competition.
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