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Abstract
This study introduces "Ice and Fire," a Multi-Task Learning (MTL) dataset tailored for sentiment analysis in the
Icelandic language. It encompasses a wide range of linguistic tasks, including sentiment and emotion detection, as
well as the identification of toxicity, hate speech, encouragement, sympathy, sarcasm/irony, and trolling. With 261 fully
annotated blog comments and 1,045 comments annotated in at least one task, this contribution marks a significant
step forward in the field of Icelandic natural language processing. The dataset provides a comprehensive resource
for understanding the nuances of online communication in Icelandic and an interface to expand the annotation effort.
Despite the challenges inherent in subjective interpretation of text, our findings highlight the positive potential of this
dataset to improve text analysis techniques and encourage more inclusive online discourse in Icelandic communities.
With promising baseline performances, "Ice and Fire" sets the stage for future research to enhance automated
text analysis and develop sophisticated language technologies, contributing to healthier online environments and
advancing Icelandic language resources.
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1. Introduction

With the rise of social media and other online plat-
forms where people can express their thoughts and
opinions, a challenge has arisen where inappropri-
ate behavior is on the rise (Saha et al., 2023). Com-
ment sections can contain prejudice and harmful
content targeted at specific individuals or groups,
even to the extent of qualifying as hate speech.
Victims of online toxic attacks are more likely to
engage in conversations and reply in a toxic man-
ner (Aleksandric et al., 2022). This is further am-
plified by the observation that content generated
by hateful users tends to spread faster and farther
and reach a wider audience (Mathew et al., 2019).
With the surge of data produced online daily, auto-
matic methods are needed to detect and monitor
toxic and hateful behaviors as manual inspection
is time-consuming and costly. Various approaches
exist for text analysis in this regard, among which
are sentiment analysis and hate speech detection.

Our work introduces the first sentiment analysis
dataset for Icelandic intended for Multi-Task Learn-
ing (MTL). Text extracts in the dataset have been
labeled for 8 broad tasks relating to sentiment anal-
ysis. The initiative is motivated by the speculation
that to truly understand the complexity of human
communication in text, a multifaceted approach is
required that includes not only sentiment analy-
sis but also emotion detection and other nuanced
aspects of language. Previous research is increas-
ingly leaning towards a Multi-Task Learning (MTL)

framework, which offers a more integrated and effi-
cient way to handle interconnectedness in text anal-
ysis tasks. Studies such as Huang et al. (2013),
Plaza-del Arco et al. (2022) and Tan et al. (2023)
demonstrate the efficacy of MTL in enhancing the
accuracy of sentiment analysis, emotion detection,
and even sarcasm understanding in high-resource
languages. These studies illustrate the benefits of
addressing multiple related tasks simultaneously,
leveraging shared insights to improve overall model
performance. However, the application of MTL be-
yond English remains limited, with only a handful
of studies, like those by Sane et al. (2019); Srivas-
tava et al. (2020); Plaza-del Arco et al. (2021) and
Ghosh et al. (2023), exploring its potential in lan-
guages such as Spanish and Hindi-English code-
mixed texts. These efforts reveal the significant
improvements MTL can bring to sentiment analy-
sis and emotion detection tasks, even in complex,
code-mixed scenarios. However, the scarcity of
annotated, high-quality datasets for languages be-
sides English remains a major obstacle.

The contributions of our paper are as follows:

Annotation framework We present our frame-
work for annotating a broad family of sentiment
analysis tasks for a given passage of text. In do-
ing so, we move away from the one-sided view of
classical single-label classification towards a more
holistic viewpoint. We have implemented the anno-
tation framework as a web application.
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Ice and Fire, the Icelandic sentiment corpus
We showcase the utility of our framework by an-
notating and releasing a much-needed multi-task
sentiment analysis dataset for the low-resource lan-
guage Icelandic. The dataset1, which we have
named "Ice and Fire", includes blog comments
that have been annotated for 8 main tasks: senti-
ment analysis, toxicity detection, hate speech detec-
tion, emotion detection, encouragement and sym-
pathy detection, constructive feedback detection,
sarcasm/irony detection, and troll detection. Each
main task contains several components, adding
up to 20 subtasks overall. To the authors’ knowl-
edge, this is the first sentiment analysis dataset
released for Icelandic that can be used for MTL
purposes. Our dataset has the potential to be used
to train language models that understand the sub-
tleties of human communication as well as to train
multi-dimensional reward models applicable to re-
inforcement learning with human feedback.

Model Evaluation To establish baselines, we
train and evaluate Icelandic BERT models in rep-
resentative tasks to evaluate performance. We
further evaluate performance using GPT-4 and see
a modest improvement in some categories and a
lower performance in others.

2. Background

Sentiment analysis is the process of analyzing text
to discern the sentiment underlying the words, aim-
ing to understand the attitudes, opinions, and emo-
tions expressed, a techique also referred to as opin-
ion mining (Pang et al., 2008). This task usually
involves labeling the polarity of a text with labels
such as ‘positive’, ‘neutral’ and ‘negative’. Closely
related to this is emotion detection, which identi-
fies the specific emotions being expressed in the
text. This task commonly makes use of the six
main types of emotions as proposed by Ekman
(1992) as labels, namely ‘fear’, ‘happiness’, ‘sad-
ness’, ‘surprise’, ‘disgust’, and ‘anger’ with ‘con-
tempt’ sometimes included as well. Sentiment and
emotion are closely related in that it is possible to
sort most emotional states into either positive or
negative. For example, ‘happiness’ can be consid-
ered a positive emotion, while ‘fear’ can be con-
sidered negative. Other related text classification
tasks include toxicity, sarcasm and hate speech
detection. For example, sarcastic sentences are
often misclassified in text classification as positive
when they should be classified as negative (Ghosh
et al., 2023; Tan et al., 2023). Therefore, an ideal
text classifier would need to have a grasp of all of

1https://huggingface.co/datasets/
hafsteinn/ice_and_fire

these interconnected nuances in order to get the
best result.

While the value of sentiment analysis is well-
recognized for English, the journey for Icelandic
and similar low-resource languages is only just be-
ginning. At the time of writing, few studies have
been published on sentiment analysis in Icelandic,
although it was highlighted as an important topic
in the first Icelandic Language Technology Pro-
gramme (Nikulásdóttir et al., 2020). To the au-
thors’ knowledge, there have been only two previ-
ous contributions to single-task sentiment analysis
for Icelandic, namely a paper by Ilyinskaya et al.
(2023) and a bachelor thesis by Arndal et al. (2023).
Ilyinskaya et al. (2023) used sentiment analysis on
Icelandic Twitter posts to investigate the impact of
geohazards on the mental health of the Icelandic
population. They manually annotated 636 Icelandic
tweets that contained earthquake- and eruption-
related keywords with the labels ‘negative senti-
ment’, ‘positive sentiment’, or ‘neutral statement’.
Additionally, they automatically labeled a larger por-
tion of tweets using a language model (Snæbjarnar-
son and Einarsson, 2022) that was fine-tuned for
classification using the manually labeled data. Ini-
tial results showed good accuracy, with accuracy
ranging from 69% to 71% and F1 scores from 69
to 71.

In their bachelor’s thesis, Arndal et al. (2023)
translated 50,000 English IMDb reviews, labeled
as either positive or negative based on reviewer
scores (where 1-4 stars was deemed negative and
5-10 stars positive), into Icelandic using Google
Translate and Vélþýðing from Miðeind (Símonar-
son et al., 2021). They used the resulting data to
train the first openly available Icelandic sentiment
analysis models. They evaluated their models on
movie reviews originally written in Icelandic that
they found on Twitter and a movie-reviewing blog
that they labeled in the same fashion as the English
IMDb dataset. Their models obtain 89-93% accu-
racy in the binary sentiment analysis task on the
Icelandic movie reviews, which is close to the per-
formance of English models on the original IMDB
dataset.

Similar to previous work in Icelandic, most stud-
ies tackled annotation tasks individually in the
past. Recognizing the limitations of single-task
approaches, which often led to isolated models
that could not leverage the interconnectedness of
text, the recent trend has shifted towards employ-
ing an MTL framework. In machine learning, the
MTL framework is a strategy that enhances learn-
ing and generalization by simultaneously tackling
related tasks, leveraging the shared knowledge and
domain insights from each task’s training data to
improve the performance of all tasks involved (Caru-
ana, 1997). As mentioned in the introduction, an

https://huggingface.co/datasets/hafsteinn/ice_and_fire
https://huggingface.co/datasets/hafsteinn/ice_and_fire
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early study by Huang et al. (2013) demonstrated the
benefits of combining sentiment and topic analysis
of English tweets using a Multi-Task Multi-Label
(MTML) classification approach. Their findings
showed that MTML produces a higher accuracy
of both sentiment and topic analysis, but the ap-
proach is especially beneficial for topic analysis.
Further advancing the MTL framework, Plaza-del
Arco et al. (2022) explored the potential of enhanc-
ing hate speech and offensive language detection
in English tweets by integrating sentiment analysis,
emotion analysis, and target identification and em-
ploying a BERT-based MTL model. Their research
concluded that MTL with emotion, sentiment, and
target identification can be an effective approach
for offensive speech detection systems for social
media platforms. The correlation between senti-
ment analysis and sarcasm detection was explored
by Tan et al. (2023), who found that understand-
ing sarcasm could significantly enhance sentiment
analysis in English tweets.

As evidenced by the aforementioned work, the
literature has largely focused on English. How-
ever, there have been recent efforts to bring other
languages into the domain. Several studies have
been done on MTL for text classification in Hindi-
English code-mixed language. Ghosh et al. (2023)
applied cross-lingual contextual embeddings and a
transfer learning strategy to sentiment and emo-
tion detection in Hindi–English tweets. In their
study, they manually annotated 20,000 instances
of Hindi–English tweets from the SentiMix dataset
that already have sentiment labels with emotion
labels. Their method outperforms both single-task
models and previous multitask methods, achiev-
ing notable improvements in F1 scores for sen-
timent and emotion detection tasks. Srivastava
et al. (2020) presented a Hindi-English code-mixed
dataset of 1001 tweets that express opinions an-
notated across multiple dimensions, such as ag-
gression, hate speech, emotion arousal and figu-
rative language usage. For English, Bengali and
Hindi, Safi Samghabadi et al. (2020) integrated
multi-task learning to a BERT-based model, which
classifies texts into different aggression classes.
Their analysis showed the two tasks, aggression
and misogyny identification, were related, as shown
by co-occurrences across labels.

These studies highlight the importance of MTL
in sentiment analysis, underscoring the need for
high-quality annotated data and models that can
accurately interpret a wide range of linguistic con-
texts.

3. Methods

3.1. Data source
The dataset is composed of comments and blog
posts from the website blog.is. As a selection cri-
teria, the top 400 blogs were used, and posts with
at least 1 comment were scraped along with the
comments. For annotation, 5% of the comments
were randomly selected, resulting in ≈50 thousand
comments that were ordered randomly for anno-
tation. Each comment on posts from the top 400
blog sites was thus equally likely to be selected for
annotation.

As one of the country’s longest-standing and
still operational blog services, the source website
serves as a valuable resource. Managed by a com-
pany that operates both a web media outlet and
a newspaper, the platform predominantly features
blogs that express opinions about current affairs.
This synergy fosters a wealth of opinionated com-
mentary, enriching the site with diverse viewpoints
and discussions. This data is in the public domain
and the released dataset does not contain author
signatures.

3.2. The Annotation Interface
Figure 1 presents the annotation interface, de-
signed as a crowdsourcing web application, in op-
eration. At the upper portion, the annotator has the
option to choose among various annotation tasks.
For any selected comment, the interface allows the
annotator to access preceding comments and the
related blog post, providing the necessary context
for accurate annotation. After submitting an anno-
tation, the system automatically navigates to the
next comment that has not been annotated in the
chosen task but with a small probability of navigat-
ing to a comment that has been annotated once by
another annotator. Additionally, at the interface’s
lower section, buttons are available for the annota-
tor to review the guidelines and track their progress,
indicating the number of completed annotations for
each task. During the annotation process, annota-
tors focused on performing annotations for single
tasks. This means that comments that are fully an-
notated are likely annotated by different annotators.

We release the annotation framework as open-
source software with this publication, accessible
on Github2.

3.3. Annotation Tasks
Three annotators, two women and one man each
holding a bachelor’s degree in Icelandic, annotated

2https://github.com/Haffi112/multi_
task_annotation

https://blog.is
https://github.com/Haffi112/multi_task_annotation
https://github.com/Haffi112/multi_task_annotation
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Figure 1: The annotation interface in use. In this
case, for sentiment analysis.

the comments across eight distinct tasks. The an-
notators did not annotate all the task at the same
time, instead, each task was annotated separately
and each task was acompanied by the correspond-
ing annotation guidelines. Furthermore, the anno-
tator could view previous comments and the blog
post in case further context was required to perform
the annotation. This information was logged upon
submission, i.e., for each annotation, we have in-
formation on whether prior comments or the blog
post were open.

The tasks used for annotation were the following:

Sentiment analysis In this task, the annotator
had to label whether a comment was positive, neg-
ative, or neutral. This was a multiclass task, i.e.,
the annotator could select a single label.

Toxicity detection This task was based on the
toxicity detection task as described in Zampieri et al.
(2019). For a given comment, the annotator labeled
whether it was toxic or not. Toxic comments might
for instance involve curse words, rudeness towards
the interlocutor or general offensive behavior. If the
comment was toxic, the annotator labeled whether
it was intentional or unintentional. For intentional
toxic remarks, the annotator needed to specify if it
was directed towards a group or an individual.

Hate speech detection This task was based on
the annotation scheme introduced by Basile et al.
(2019). First, the annotator labeled whether the
comment included hate speech or not. We refer
to hate speech as it is defined by Article 233 (a)
of the Icelandic penal code, further discussed in
Section 5, i.e. threats, defamation or denigration
on the basis of nationality, color, race, religion, sex-
ual orientation, disabilities or gender identity. If the
hate speech label was assigned, then the annota-
tor needed to say towards whom it was directed
(immigrants, religion, disabled, women or queer),
whether it was directed towards a group or an in-
dividual, and finally, whether it was aggressive or
not.

Emotion detection This task was inspired by the
work of Demszky et al. (2020), but for the sake of
simplicity, it was decided to start with the expanded
basic emotions of Ekman (1992) (fear, happiness,
sadness, surprise, disgust, and anger) along with
contempt (Ekman and Heider, 1988), indignation,
and neutrality.

Encouragement and sympathy detection This
task was based on the work of Sosea and Caragea
(2022). In this task, the annotator had to label
whether a comment was encouraging or not and
whether it was sympathetic or not.

Constructive feedback detection was based on
the task introduced by Kolhatkar et al. (2020). In
this task, the annotator labeled whether they agreed
or not with what the comment said. They then la-
beled constructive and non-constructive properties
of the comment in a multilabel manner. Finally, the
annotator needed to say whether the comment was
constructive or not overall.

Sarcasm/irony detection was based on the work
of Ptáček et al. (2014). The aim was to label
whether a comment included sarcasm or not. An
"unclear" label was also included.

Troll detection was a task where the annotator
needed to label whether a troll wrote a comment
or not. A troll was defined as a person deliberately
trying to provoke an emotional reaction from others,
usually under an apparent pseudonym.

3.4. Inter-Annotator Agreement

We computed inter-annotator agreement using Krip-
pendorff’s Alpha (Krippendorff, 2018). We used
the implementation by Castro (2017) with a nomi-
nal metric. For computing agreement in multilabel
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tasks, we viewed them as separate binary annota-
tion tasks and computed agreement for each label
separately.

4. Results

Our dataset consists of 261 comments that have
been fully annotated for all tasks and 1,045 com-
ments that have been annotated in at least one task.
We show the number of comments that have been
annotated for a given number of tasks in Figure 2
and the contribution of each annotator in Figure 3.

Figure 2: Distribution showing how many com-
ments were labeled for how many tasks.

Figure 3: Number of annotations in each task per
annotator. Blue corresponds to annotator 1, orange
to annotator 2 and green to annotator 3.

Table 1 provides an overview of the reliability and
agreement levels across multiclass tasks within our
dataset that had sufficiently many double annota-
tions. We observed varying levels of agreement
among annotators across different tasks. Notably,
the task of Sentiment Categorization yielded the
highest Krippendorff’s alpha coefficient (0.58), in-
dicating a relatively high level of agreement. Con-
versely, Sympathy Detection demonstrated the low-
est agreement with an alpha of 0.08, suggesting
substantial discrepancies in annotator perceptions.
The other tasks, including Hate speech Detection
(0.49) and Toxicity - Offensive Language Detection
(0.54), showed moderate agreement levels. These
agreement scores reflect the complexity and sub-
jectivity inherent in annotating blog comments, par-
ticularly when discerning nuanced concepts such

as sarcasm, encouragement, and sympathy. To
model the annotator, we release the annotator ID
along with the dataset.

Task # ̸= α

Sentiment Categorization 125 34 0.58
Toxicity Detection 73 9 0.54
Hate speech Detection 77 2 0.49
Sarcasm Detection 75 10 0.44
Encouragement Detection 117 18 0.38
Troll Detection 58 8 0.22
Constructive Remarks 30 11 0.21
Sympathy Detection 117 13 0.08

Table 1: Agreement in multiclass annotation tasks.
The table shows the number of double annotated
examples (#), disagreements ( ̸=), and Krippen-
dorff’s alpha values (α).

Table 2 shows the annotator agreement of multi-
label tasks through a binary representation of the
labels. Krippendorff’s alpha revealed significant
variability in agreement across labels. Some of
the labels occurred infrequently in double anno-
tated examples, so agreement values should not
be taken to generalize. For the emotion categoriza-
tion, some of the labels occurred frequently enough
to warrant discussion. The value for the happiness
label is 0.75, indicating moderate reliability. The
alpha values for other labels with occurrence in at
least 30 comments were 0.48 for neutral and 0.24
for indignation. We note that indignation was added
after the annotation had started.

The distribution of labels for the sentiment cate-
gorization task is shown in Figure 4. We observe a
somewhat balanced distribution of sentiment with
negative and neutral labels, each being around
50% more common than positive labels.

The distribution of labels in emotion detection
is shown in Figure 5. The most common label
chosen is neutral, but we see a great number of
examples representing happiness, anger and indig-
nation. Indignation was a label we added specifi-
cally in this task due to the nature of the discussion
in the dataset.

The distributions of labels for the constructive
feedback detection task are shown in Figure 6.
The comments are quite balanced with respect to
whether they are considered constructive overall,
but in most cases, they do not include any construc-
tive or non-constructive properties.

The distribution of labels for the hate speech de-
tection task are shown in Figure 8. We observe a
relatively infrequent occurrence of hate speech in
the comments annotated. This rarity may be due to
general civility or due to bloggers or moderators re-
moving such comments as they oppose the content
policy on the blogging platform.
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Label # ̸= α

Constructive Remarks - Unconstructive Properties (30 double annotations)
Not relevant 2 2 -0.02
Is provocative 12 5 0.62
Is unsubstantial 11 11 -0.20
No non-constructive characteristics 18 10 0.33
Does not respect the views and beliefs of others 10 8 0.18
Is sarcastic 4 3 0.36
Constructive Remarks - Constructive Properties (27 double annotations)
Targets specific points 7 4 0.52
Provides evidence 1 0 1.00
Contributes something substantial to the conversation and encourages dialogue 6 5 0.20
No constructive characteristics 19 6 0.55
Provides a solution 1 1 0.00
Provides a personal story or experience 3 2 0.47
Emotion Categorization (128 double annotations)
Disgust 4 4 -0.01
Sadness 4 2 0.66
Anger 29 18 0.47
Neutral 73 33 0.48
Enjoyment/Happiness 30 10 0.75
Indignation 36 28 0.24
Contempt 15 12 0.29
Fear 4 3 0.39
Surprise 12 10 0.25

Table 2: Agreement for multilabel annotation tasks. The table shows the number of comments in double
annotated examples containing the label (#), disagreements ( ̸=), and Krippendorff’s alpha values (α).

The label distribution of the sarcasm detection
task is shown in Figure 9. Sarcasm is relatively
rare in the dataset, and it is often unclear whether
the comment is intended to be sarcastic or not.

The label distribution of the troll detection task is
shown in Figure 10. Trolls are relatively rare in the
dataset, which might be due to content policies. It is
also often not clear whether a commenter is trolling
or not, especially since they are not necessarily
anonymous.

Figure 4: Label distribution for the sentiment cate-
gorization task.

In the annotation interface, the annotators
can view previous comments and the blog post.
Whether they were open was logged upon submis-
sion to indicate whether the annotator had required
more context to perform the task. Figure 11 shows
the fraction of the time this was done for each task,
revealing that annotators generally did not require

Figure 5: Label distribution for the emotion detec-
tion task.

additional context to perform the annotation. Hate
Speech - Other was a bit of an outlier, and it refers
to the extra annotation tasks performed when hate
speech was detected. The annotators reported that
hate speech often required more context as it ref-
erenced the previous comments or blog post, but
with the actual hate being in the comment itself.

4.1. Baseline Single-Task Results
To accompany the dataset and encourage its use,
we release some non-hyper parameter tuned base-
lines for a selection of the task. We fine-tune an Ice-
landic BERT model (Snæbjarnarson et al., 2022)
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Figure 6: Label distributions for the constructive
feedback detection task.

Figure 7: Label distributions for the encouragement
and sympathy detection tasks.

on the tasks emotion, sarcasm, sentiment, non-
constructive properties, toxicity, agreement by an-
notator, encouragement. Since data points are
limited for some of the categories, we aggregate
some of them together. For agreement by anno-
tator we use the labels ‘yes’ (121) and ‘no’ (309).
For emotion, we use the label ‘neutral’ (209) and
aggregate the others as ‘not neutral’. For toxic, we
use the labels ‘toxic’ (142) and ‘not toxic’ (618).
For non-constructive (256) we use the label ‘not
non-constructive’ and aggregate the others as ‘non-
constructive’. Finally, for sentiment we use the la-
bels ‘positive’ (159), ‘negative’ (258) and neutral
(256). We fine-tune all models for 5 epochs on a
single task at a time using a learning rate of 2e-5,
a batch size of 16, and a weight decay of 0.01 with
the AdamW optimizer. We report the macro-F1 and
accuracy results in Table 3. All figures are calcu-
lated using tenfold cross-validation. The intervals
given are the standard error.

For an LLM evaluation, see Section A in the Ap-
pendix.

5. Discussion

The Ice and Fire Dataset: A Nuanced Approach
to Sentiment Analysis In this work, we intro-
duced the Ice and Fire dataset, the first Multi-Task
Learning (MTL) resource for sentiment analysis in

Figure 8: Label distributions for the hate speech
detection tasks.

Figure 9: Label distribution for the sarcasm detec-
tion task.

Icelandic, encompassing a comprehensive suite of
annotation tasks, including basic sentiment analy-
sis, emotion detection, sarcasm, encouragement,
and troll detection. This initiative is motivated by the
complexity and multifaceted nature of human com-
munication, advocating for a nuanced approach
that extends beyond traditional sentiment analy-
sis to incorporate a broader spectrum of commu-
nicative cues. Our findings reveal a diverse range
of sentiments and emotions present in online dis-
course, with a notable prevalence of neutral and
negative sentiments. This reflects the critical and
often contentious nature of online discussions. The
baseline results for single-task models provide a
benchmark for future research, highlighting the
challenges in accurately capturing the subtleties
of human communication, particularly for nuanced
tasks like emotion detection and non-constructive
comment identification.

Insights and Recommendations for Future An-
notation Efforts The variation in agreement lev-
els across tasks underscores the subjective nature
of interpreting text, especially for nuanced tasks
such as sarcasm and sympathy detection. The im-
balanced label distribution and the forced-choice
scenario without a "skip" option likely contributed
to reduced annotator consistency. These insights
suggest that future annotation efforts could benefit
from improved guidelines, the inclusion of a skip
option, and consensus-building phases to enhance
annotation reliability, particularly for subjectively in-
terpreted tasks. To ease the annotator’s task, we
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Figure 10: Label distribution for the troll detection
task.

Figure 11: Distribution showing how often the an-
notators viewed the blog post or prior comments for
each annotation task. ‘Hate speech - Other’ refers
to the three tasks following hate speech detection.

recommend experimenting with dividing multilabel
tasks into individual binary classification tasks. For
emotion classification, this approach would be cog-
nitively less taxing and would enable the annotator
to concentrate on a single emotion at a time during
the annotation process.

Challenges in Accommodating Annotator Per-
spectives Building on the need for streamlined
annotation tasks, we also face the challenge of ac-
commodating the annotator’s perspective amidst
the multifaceted nature of online communication.

We acknowledge that while our annotators iden-
tified problematic comments to the best of their abil-
ities, the nature of these annotations is inherently
subjective. As discussed by Curry et al. (2024), "we
must take care not to treat conflicting responses
equally. If a minority with the necessary lived ex-
perience (e.g. to recognise misogyny) disagree
with the majority who don’t, that matters". They
further argue that the difference between hate and
offence must be taken into account when examin-
ing hate speech and we agree on this point. The
relatively small number of identified hate speech
in our dataset should be considered from this per-
spective, as identifying toxicity is more in line with
that of identifying offence while labeling something
as hate speech requires a thorough reasoning and
undeniable hate is not often present in our data.

Detecting sarcasm in written text presents in-
herent challenges, as intentions can be obscured
by the author’s stylistic choices, such as exces-
sive punctuation, which may alter the perceived
meaning. The delineation of hate speech within
the scope of this study is confined to expressions
targeting nationality, color, race, religion, sexual

Task Accuracy F1
Toxicity 0.836 ± 0.010 0.646 ± 0.034
Sarcasm 0.950 ± 0.003 0.487 ± 0.001
Encouragem. 0.827 ± 0.013 0.644 ± 0.028
Sentiment 0.719 ± 0.010 0.723 ± 0.010
Emotion 0.655 ± 0.011 0.524 ± 0.032
Agreement 0.721 ± 0.010 0.419 ± 0.003
Non-constr. 0.635 ± 0.017 0.435 ± 0.030

Table 3: Baseline results for selected tasks in the
Ice and Fire dataset.

orientation, disabilities, and gender identity, leaving
statements against political ideologies, for exam-
ple, outside its purview. The relevance of annotator
agreement on sentiment often becomes moot in
instances where the sentiment is neutral or non-
controversial, such as generic greetings, leading to
a default classification of disagreement in ambigu-
ous cases. Moreover, the interpretation of encour-
agement encompasses a spectrum from genuine
support to sarcastic or hostile remarks, highlighting
the complexity of sentiment analysis. The distinc-
tion between online trolls and overtly toxic individu-
als, particularly when using their real names, raises
questions about the nature of online identities and
their impact on communication. Additionally, the
adequacy of basic emotional categories to encap-
sulate complex sentiments, such as schadenfreude
or passive aggression, is limited, suggesting a need
for nuanced labeling practices. Ambiguity in sen-
timent analysis is further compounded in longer
texts, where shifts in tone may necessitate a more
nuanced approach to determining the overall senti-
ment. This complexity underscores the intricacies
of annotating sentiment in online discourse, where
clarity and context are paramount.

Potential Benefits for Icelandic Society Mod-
els trained on our dataset hold potential benefits
for Icelandic society, particularly in addressing hate
speech and other harmful online behaviors. In Ice-
land, hate speech is implicitly covered under Article
233 (a) of the penal code (Government of Iceland,
1940):

Anyone who publicly mocks, defames, denigrates
or threatens a person or group of persons by com-
ments or expressions of another nature, for ex-
ample by means of pictures or symbols, for their
nationality, colour, race, religion, sexual orientation
or gender identity, or disseminates such materials,
shall be fined or imprisoned for up to 2 years.

This article serves as the foundation for the blog
platform’s rules, potentially accounting for the mini-
mal hate speech identified in our annotation effort.
However, while hate speech seems to be criminal-
ized in Iceland, it is rarely enforced, and preventa-
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tive measures are lacking. In 2023, the Council of
Europe’s anti-racism (ECRI) body called for a more
strategic and coordinated approach to tackle hate
speech in Iceland (Council of Europe, 2023). This
was a response to the work completed by a Gov-
ernmental Working Group against Hate Speech
that was appointed by the Prime Minister in 2022.
Based on their work, the Prime Minister presented a
proposal for a parliamentary resolution on the Gov-
ernment’s action plan against hate speech in 2023.
ECRI, therefore, recommended that the authorities
reinforce their responses against hate speech by
implementing the action plan against hate speech,
with particular emphasis being placed on effective
ways to tackle online racist and LGBTI+-phobic hate
speech. Currently, there are no automated meth-
ods available that can effectively identify Icelandic
hate speech. This lack of resources becomes ap-
parent when considering the amount of negative
and toxic comments on some Icelandic discourse
platforms, as manual moderation can only catch
a limited amount of such content. It is, therefore,
our hope that our contribution can help to foster
a more inclusive and respectful online discourse,
especially for Icelandic, where the resources so far
have been limited.

Applications Beyond Hate Speech Detection
Models trained on this dataset have applications
beyond hate speech detection. They can be em-
ployed to analyze individual online behavior in re-
lation to the tasks presented in this work. This
approach has the potential to provide valuable in-
sights into the study of history at a large scale, as
demonstrated by previous research (Michel et al.,
2011). Moreover, text-based approaches have
been used to infer various user characteristics,
such as age and gender (Nguyen et al., 2014),
well-being (Jaidka et al., 2020), or even the pres-
ence of depression (De Choudhury et al., 2013).
Models trained on the tasks in this work can be
used to investigate how online discourse evolves
over time or in response to specific topics. By
leveraging the capabilities of models trained in the
tasks, researchers can explore the dynamics and
trends within online communities at a scale that
complements traditional manual analysis methods.
While the effectiveness of automated methods has
been established for English (Schwartz and Ungar,
2015), our dataset enables the application of such
techniques to Icelandic, a less-resourced language.
This opens up new possibilities for studying large
volumes of Icelandic text data, offering insights into
the unique characteristics and evolution of online
discourse within the Icelandic-speaking community.

Future Directions: Active Learning and Multi-
-Dimensional Reward Models Looking ahead,

integrating models trained on our dataset into active
learning workflows could significantly improve the
efficiency of annotation efforts to grow the dataset,
especially for rare label classes. This approach
would prioritize human annotation efforts on the
most informative or ambiguous examples, thereby
enhancing model performance with minimal addi-
tional annotation work. We posit that organizing
this as a crowdsourcing effort could prove advan-
tageous, particularly in mitigating annotator bias
in tasks reliant on subjective assessment. Addi-
tionally, the potential for training multi-dimensional
reward models for Reinforcement Learning with
Human Feedback (RLHF) is promising. Such mod-
els could lead to the development of Icelandic lan-
guage models that are not only sensitive to the
nuances of language but also capable of adapting
their responses based on human feedback. Appli-
cations could range from more effective automated
monitoring tools for social media to emotionally in-
telligent and culturally aware Icelandic chatbots.

6. Conclusion

In sum, the "Ice and Fire" dataset represents a
significant step forward in the study of sentiment
analysis and MTL, especially for a low-resource
language like Icelandic. Despite challenges in an-
notator agreement for more subjective tasks, the
varied performance across different communicative
categories reflects the depth and complexity of the
dataset. The baseline results from fine-tuning an
Icelandic BERT model on the dataset underscore
the dataset’s utility and the potential of NLP tech-
nologies in Icelandic. For an LLM evaluation, we
saw a further improvement in all categories, except
sarcasm detection and agreement detection. The
dataset opens new avenues for research into the
complex interplay of sentiment, emotion, and other
communicative aspects in online discourse, with
the potential to contribute meaningfully to Icelandic
society and beyond.
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A. LLM Multi-Task Results

For comparison, we also evaluate an LLM, the GPT-
4-turbo model (
textttgpt-4-turbo-2024-04-09), on the dataset. The
LLM annotates the data in the same manner as
the fine-tuned baseline model and the results are
shown in Table 4.

To compute accuracy, we resolve annotator con-
flicts using the following rules: Agreement task:
Majority vote, with "No" on a tie. Emotion task:
"Neutral" if all labels are neutral, "Emotion detected"
if at least one annotator assigned an emotion. En-
couragement task: "Encouragement" if at least one
annotator assigned it, "No encouragement" other-
wise. Non-constructive feedback detection task:
"Non-constructive feedback" if at least one annota-
tor assigned that label, "No non-constructive feed-
back" otherwise. Sarcasm detection task: "Sar-
casm" if at least one annotator assigned that label,
"No sarcasm" otherwise. Sentiment task: Con-
flicts resolved with the "Neutral" label. Toxicity task:
"Toxic" if at least one annotator used that label, "Not
toxic" otherwise.

Task Accuracy ∆

Toxicity 0.860 +0.024
Sarcasm 0.886 -0.064
Encouragem. 0.859 +0.032
Sentiment 0.781 +0.062
Emotion 0.723 +0.068
Agreement 0.608 -0.113
Non-constr. 0.763 +0.128

Table 4: Accuracy for GPT-4-turbo on the Ice and
Fire dataset along with an absolute comparison to
the performance of the baseline model (∆).
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